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Thesis Abstract

Competitive balance is an important concept for professional team sports and one of
the key issues European football has to address in order to ensure its long-term
success. The quantification of competitive balance is a complicated issue, which is
mainly associated with its multi-dimensionality aspect as well as the structure of a
particular sport. The aim of the present thesis is to provide a systematic approach to
an enhanced quantification of competitive balance in professional team sports with
particular emphasis on European football.

An essential element of this thesis is the identified three-levelled structure of
European football leagues offering multiple prizes. In particular, the first level refers
to the competition for the championship title which is considered the most
prestigious prize in any league. The second level refers to the qualifying places for
European tournaments of the following season. Those tournaments, the lucrative
Champions League and the recently restructured Europa League, offer reputation
and, most importantly, high monetary prizes and bonuses. Therefore, over and above
the championship title, teams also compete for any of the remaining pre-determined
top places. Finally, the third level draws attention to the relegation places. Given that
European leagues are open, teams that occupy the last league positions are relegated
to lower league. Such a demotion has serious repercussions for both the financial
status and the prestige of the relegated teams. Consequently, teams strive to avoid
relegation and view succeeding in this objective as success in its own right.

In this context, the main issue arising for the quantification analysis is the fact that
existing indices measuring competitive balance have not been derived to capture this
complex structure of European football. Consequently, our study initially focuses on
the examination of all existing indices, the modification of some of them, and the
development of special indices for both the seasonal and the between-seasons
dimension of competitive balance. The design of new indices is based on an
averaging approach and is inspired by the necessity to quantify the competition for
each level and rate ranking positions according to their significance for fans. The
approach followed, also enables for a comprehensive analysis by creating new bi-
dimensional indices that capture both dimensions of competitive balance.



Following that, a methodological framework is constructed for an in-depth
exploration of all indices behaviour using an innovative sensitivity analysis followed
by an empirical investigation. The sensitivity analysis unveils features of the indices
that are not easily distinguishable and indicates their main positive and negative
features in the context of the European football league structure. Based on the
findings, the indices exhibit diverse behaviour, which illustrates the different aspects
of competitive balance they capture. The usefulness of the new composite single-
dimensional partial indices is identified while what is also implied is the optimality
of the corresponding more comprehensive new bi-dimensional indices.

The empirical analysis provides a powerful guidance and standardization about the
practical issues of the competitive balance indices using various statistical methods.
Results from the empirical research are associated with the conclusions derived from
the sensitivity analysis. Using data from eight European leagues for a period of 45-50
seasons, the large number of the calculated indices (25 in total) unveils interesting
facts concerning the historical behaviour of competitive balance in European
football. The value of competitive balance greatly differs among the investigated
European leagues. In particular, Swedish is the most competitive league followed by
Norwegian, French, and German; the ranking continues with English and Italian
leagues while Belgian and Greek are the least competitive ones. In general, based on
the trend analysis, a worsening of competitive balance though seasons, more notably
during the last decade 1999-2008, is also reported. We also found that regardless of
the outcome uncertainty during the season, the stronger team finally prevails.
Moreover, the ranking in the previous season determines more the success for the
championship title than the success for escaping relegation. Lastly, the effectiveness
of the promotion-relegation rule in promoting competitive balance and the absence of
competition for the championship title are also confirmed.

A reparemeterised Autoregressive Distributed Lag (ADL) pooled regression
econometric model, using the Estimated Generalised Least Squares - Seemingly
Unrelated Regressions (EGLS-SUR) method, has been constructed to determine both
the importance of the concept of competitive balance and the relative significance of
all discussed indices. Our findings support the assumption of the longstanding
“Uncertainty of Outcome Hypothesis” (UOH) that, in the context of the complex
structure of European football, competitive balance affects fan’s behaviour
manifested by their demand for attending league games. Moreover, our assumption
that the averaging approach captures aspects of competitive balance that, although
they are important for fans, have so far not been taken into consideration is also
supported. Both the seasonal and the between-seasons dimensions are found to be
significant, although the Ilatter is shown to have a slightly greater effect on
attendance. The relative significance of levels and ranking positions greatly varies as
designated by the weighting pattern offered by the optimal Special Dynamic

Concentration (SDC,[() index, which captures all three levels in both dimensions.

Explanations derived from the econometric analysis can facilitate policy makers in
their effort to preserve the viability of European football leagues, which is threatened
by the worsening values of competitive balance.
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Mepiinyn Awatpipiig

H ayoviotikn tcoppomio givor pior onuovtikny £vvolo 0T ETOYYEAUOTIKO OMOOTKE
afnuato kot €va omd Mo onUavTiKd (NTUOTE Tov TPETEL VO OlEVOETIGOVY Ot
1Bvvovteg Tov Evponaikod modooceaipov mpokelévou va dtoc@ailetol 1 emituyio
To0v pokpompdOespo. H mocotikomoinom Tng ay®VICTIKNG 1GOPPOTING GUVIGTH
nepimhoko {Nua to omoio oyetiletor Kuplwg pe TNV TOALIAGTAT CVOTOCN TNG
aALG Kol pe TV dopn| kdBe abAqpatoc. Xkomog e mapovoag dTpiPrg eivol va
oLUPAAEL OTNV GULGTNUOTIKY KOl OKPPESTEPT] TOGOTIKOTOINGY TNG OYWOVIGTIKNG
1ooppomiag oto EmayyEAHOTIKG opadtkd abAnquota didovtag Wwitepn EUeoacn oTo
Evponaikd modoceparpo.

Boowo otoyeio g dwrpiPng eivar m dwmictwon 6t ot Evpomaikég Alykeg
T0d0cPaipov gival dounpéves oe Tpia EMIMEDD Kol TPOGPEPOLY TOANUTAGL EmaOAa.
Edwotepa, 010 TPdTO EMIMESO TO EVOLAPEPOV ECTIALETUL GTOV OVTOYWVIGUO Y10, TV
avaTePN S1dKpion, dNAad Tov TiTAo TG TPOTAOANTPLUG OpAdag, Tov Bewpeital Kot’
eCoyv €mabro yonTpov. XT0 OEVTEPO EMIMESO O OTOYOG EMIKEVIPMOVETOL OTIG
Babuoroyikés Béoelg mov odnyobv oty cvppetoyn oe Evpomaikés dtopyovooelg
KOTA TV ETOUEVT] OYy®OVIOTIKN TTEPiodo. Enuetmtéov 0TL 1 svppeToyn oto Champions
League ka1 oto avadounpévo Europa League mpoo@épetl, €KkTOG amd onun, vynid
ypPNuoTikd Emadio kot bonuses Kot KOTé GUVETELN, O AVTOYOVIGHOG LETAPEPETAL OO
TOV TITAO TOVL TPOTAOANT OTIS AUECMG EMOUEVEG LYNAES Kol TPokabopiopuévou
apBuot PBabuoroyikég Béoeic. TéNoG, 010 TPito EMIMESO TO EVOPEPOV CTPEPETAL
ot Poabporoyikéc 0écelg mov odnyodv otov vmofifacpd. Asdopévov 6Tl o1
Evponaikég AMykeg eivon “avoiktég” otnv doun Tovug, ot OpddES TOL KATOAAUPAVOLY
TG tehevtaieg Pabporoyikéc Béoceic vmoPifalovior oe vmodeéotepn Alyka. O
voPiPacpog mpokorel GOPapEg EMATOCEIS TOCO GE OIKOVOUKO EMIMESO OGO KOl GTO
YONTPO TOV OUAO®V. XVVETMG, Ol OUAOES MHAYOVTOL Yol TNV OTOQLYN TOL
vrofipacpod mpdypa to omoio, avtd kb’ eavtd, GLVIGTAH ETLTLYA.

Ye autd to mAaiclo, To Kvupiapyo {TNUA Yoo TNV TOCOTIKN avdAvon eival Ot ot
VILAPYOVTESG OEIKTEG HETPNONG TNG AYMVIGTIKNG 160pPOoTiag 0ev AapuPdvouy v’ oyt
™V ovvhetn avt doun Tov Evpomaikod modocpaipov. Apyikd eTKEVIPOGAUE GTNV
e€étaon TV VIOPYOVIOV JEIKTOV, GTNV TPOTOTOINGT UEPIKAOV €5’ QVTMOV KOl GTNV
OMUoVPYi EWIKOV OEIKTMV Y10 TIG OVO OUGTAGELS TG YMVICTIKNG 100PPOTING TOGO
Yo TNV S1IGTOCT OV OVOPEPETAL GE L0 OYOVIGTIKN TePiodo (seasonal) 6co Kot yio



NV SlICTACT] TOV OVOPEPETOL GE OVO M TEPIGCOTEPES AYWOVIOTIKEG TEPLOOOVG
(between-seasons). O oyedlacpnog v vEwV deikT®Vv mov Paciletot og péBodo pécwv
OpOV KOl EUTVEETOL OO TNV AVOYKOLOTNTO TOGOTIKOTOINGNG TOL OVTOYMVIGHOD Yo
KkdOe eminedo, amotnd T1g Pabuoroykés 0celg avdloya e TV onupacio TOV TOLG
pocdidovv ot pilabiol. H mpocéyyion mov akolovbeitor divel tnv duvatdtnTo Yo
L0 TEPLEKTIKT] AVAALGN HE TNV ONUIoVpYio S16O1ACTATOV OEIKTOV TOV KOADTTOLV,
TAVTOYPOVAGS, KOl TIG dVO OUCTAGELS OLYMVIGTIKNG 100PPOTIOG.

Xmv ovvéyela, oxedldotnke éva puebodoroyikd mANIGIO0 Yyl TNV dlepedivnomn g
GUUTEPLPOPEG OA®V T®V SEIKTMOV Kot ypnotpomomonke pia avdivon evoacnociog o
ocvvdvaoud pe v eumelpkn e&étaocn. H avdivon evaioOnoiog amokaAvmrel
OVOOAKPITO YOPOKTNPIOTIKG TMV OEIKTOV Kol LTOOEIKVOEL TO. KVUPLOL OeTikd Ko
apvnTikd onueio tovg oto mAaico g ovvlemng doung tov  Evpomaikod
nodocpaipov. Bdoelt twv evpnudtwv, ot Ogiktec mapovcstdalovy  JlPOPETIKY
CUUTEPLPOPE 1 OTOl0L EUPAVAOC OelyveEL OTL KOAOTTOUV OlOPOPETIKEG OYELS NG
AYOVICTIKNG looppoTiag. Avayvopiletat, eEGAAOV, OTL 01 VEOL LOVOOLAGTATOL LEPIKNG
-EQOPUOYNG Kot ovvOetng Oouncg- Oeikteg eivor ypnowotr aAAd TaLTOYXPOVEOS
VTOONAMVETAL OTL Ol OVTIGTOL(Ol O1G01AGTOTOL KOl O TEPIEKTIKOL OeikTeG €ival Ot
KaToOAANAGTEPOL.

Me v ypnon SeoOp®V oTOTICTIKOV HEBOO®MV, M EUTEIPIKN OVAALGY TAPEYEL
aGQOA 00MYd KOl TPOTLTOTOINGCT Yo TO TPOKTIKG {NTNUATO TNG OYWVIGTIKNG
wopponiag. Ta omoteléopoto TG EUMEPIKNG Epevuvag cvoyetilovtolr pe Ta
ocuumepacpoTo TG aviivong evoawctncioc. O vmoloyiopudg peydiov aptBpov
delkT®V (25 610 GVVOAD TOVG) Ao dedouéva okT® Evpomaikdv yopodv Kot yio 45-50
AYOVIOTIKEG TEPLOGOVG, OMOKOAVTTEL EVOLOPEPOVTA GOTOLEID. YO TNV 1GTOPIKY|
CUUTEPLPOPE TNG AYOVICTIKNG 1ooppomiag 6to Evponaikd moddcealpo. Ot tipég g
OYWOVIOTIKNG 160PPOTHaG OlpEPOVY apKeETE avdpeca otig Vo eE€taon Evpomaikéc
Mykeg. Ewdwotepo, m Zoundikn eivor m mo ovioyovioTikn omd Tig AMykeg Kot
axoiovBovv n NopBnywm, n Fodhun ko n Teppovikn. v katdtaln €movtol 1
Ayyhkn kow m Itodwn evéd m Bedywn kor m EAAnvikn eivor ot Aryotepo
OVTOYOVIOTIKEC. X€ YEVIKEG YPOUUES, ue Pdomn v avdivon tdong, avoeépeTon
eMOEVOON NG AYOVIOTIKNAG 1GOPPOTIOG 1 omolo YIVETOL EUOAVESTEPT KOTA TNV
tedevtaio  Oekoetio 1999-2008. BpéOnke axéun ot aveEdptnta amd TV
afePordnTa Yo ToL amoTEAECUATO KOTE TNV SIPKELN TNG YMOVIGTIKNG TEPLOG0V, GTO
TéA0G emikpotel N dvvorr| opdda. Emumiéov, n katdtaén e mponyovuevng teptdooov
kabopilel meplocHTEPO TNV KATAKTNGON TOV TPOTAOANUATOS TOPE TNV TOPOUOV
oty kamnyopia. Télog, emPePordveTror 1  OMOTEAEGUATIKOTNTO TOV HETPOL
“npofipacudc-uvmoPifacpos” yio v PEATIOON NG AY®OVICTIKNG 1G0PPOTIOG KO 1|
EMAELYT OVTAYOVIGLLOD Y10 TOV TITAO TOL TPOTAOANTY.

["a Tov TPOGO10PIGUS TG CTOVINOTNTAG TNG EVVOLOG TNG OYMVICTIKNG 1C0PPOTIOG
Kol TNG OYETIKNG onuaciog OAwv tov e£etalOpeveV SEIKTOV KOTACKEVAGTNKE £Val
OIKOVOUETPIKO HOVTEAO pe Pdomn TNV  OVOTOpAUETPOTOMUEVY AvTomoAIVOpoun
Koraveunuévng  Yotépnons  (Autoregressive  Distributed Lag) ocmpeLTIKN
moAlwvopounon. o v extipnon tov poviédov ypnoipomomnke n néBodog tov
Tevikevuévov Extiunty Eloyiotwv Tetpoyovwv - @oavouevikd un Zovoeouevwv
o wopounoewv (Estimated Generalised Least Squares - Seemingly Unrelated



Regressions). Ta gvpnuoata otmpiCovv v kabiepouévn “Uncertainty of Outcome
Hypothesis” (UOH), dnladn, 01t 6t0 mAaicto tng ovvOetng doung tov Evponaikon
TOO0GPAIPOV, 1 OYWVICTIKY 160pPOTio EMNPEALEL TNV CLUTEPIPOPE TOV PIALOA®DV
OV EKONAMVETAL [E TNV TPOGEAEVOT] TOVS GTOVG aydves. EmmAéov, ompileton 1
vdOeon pag 0Tt 1 PEB0O0G HEGC®V OP®V KAADTTEL OWYELS TNG AYWOVICTIKG 1GOPPOTING
oV OeV glyav €mg TOPO HeAeTNOEL OV KOl OTUOVTIKES Y10 TOVG PIAAOAOVG. ATO TV
avadAvon TPOKVTTEL €MIONG OTL Kol Ol dVO OlCTACELS €lval ONUOVTIKEG Topd TO
YEYOVOS OTL OUTH] OV OVOQEPETAL OE TEPIGGOTEPEG OYWVIOTIKEG TEPLOOOVS EXEL
eEMPPMOG HEYOADTEPT EMIOpOOT TNV TPocérevon 6to YImedo. H oyetikn onpaocio
TOV EMITEOWV KOl TOV BabUoAoyIKdV 0EcemV TOIKIALEL APKETH OTMG KATUOEIKVIETOL
amd 10 GTOOMGOUEVO TPOTLTTO TTOV TPOGPEPETOL OO TOV KOTOAANAOTEPO OEIKTY
Special Dynamic Concentration (SDCy ) 0 0omoiog KAAMTTEL TAVTOXPOVAS To. Tpia
enineda kot T dvo dwotdoelc. Ta oamoteAéopata mov amoppéovy amd TNV
OIKOVOUETPIKY| avdAvom Ba puropovoay, av ANeOovv v’ dytv, va S1ELKOAVVOVV TOVG
drotkovvteg otnv mpoomdbeld tovg vo efacpaAicovv ™V Puwopdtmra  TOV
Evponaik®v AMyKdv Tov anglhovvion omd TiG EMOEVOVUEVES TIUEG TNG OLYOVIGTIKNG
1GOPPOTHOG.
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Chapter 1. Competitive Balance and the Aim of the Thesis

“The nature of the industry (of baseball) is such that
competitors must be of approximate equal size if any are to be

successful” (Rottenberg, 1956, p. 242).

In his seminal article, Rottenberg (1956), one of the initiators of the economic
analysis of sport, made an apt description of the concept of competitive balance
when he argued that it is a unique attribute of professional team sports. The
importance of competitive balance derives from the fact that it creates an uncertainty
of outcome, which instigates the interest of sport fans leading to an increased
demand for sport events (El-Hodiri & Quirk, 1971; Rottenberg, 1956). Since
competitive balance is such an important concept for professional team sports, it has
become a prominent topic of study in sports economics; yet, its quantification still
remains an issue. According to Zimbalist (2003), the problem arises from the fact
that competitive balance is a multidimensional phenomenon. Therefore, a single
index does not yet exist that can captures all its aspects. Moreover, any optimal
measure has to be important from the fans’ perspective and may differ from sport to

sport.

In our view, part of the problem is due to the way the quantification of competitive
balance in professional team sports has been approached. The aim of the present
study is to provide a systematic approach for an enhanced quantification which is
justified both from the perspective of the importance of the concept and of the
proliferation of related indices proposed in the literature. This study focuses on the
implementation and the empirical investigation in European football, thus meeting
the need for advanced knowledge in this field. This is concerned with the fact that
association football (soccer) is the only truly global sport, competitive balance is one
of the key issues the industry in Europe has to address in order to ensure its long-
term success, and lastly, current research into the characteristics of the European

football structure is quite limited.



The remainder of this chapter is organized as follows: the next Section 1.1 attempts
to elucidate the concept of competitive balance by presenting its definition and
discussing its dimensions, followed by the analysis of its importance. Section 1.2
introduces the aim of the thesis and provides a detailed methodological framework.
This introductory chapter closes with a description of the structure of this thesis

presented in Section 1.3.

1.1 The Concept of Competitive Balance
The majority of Academic Research in the field of sports economics has been

focused on exploring theoretical aspects and the importance of competitive balance.
Since it has motivated a considerable amount of sports economics publications,
various definitions have been introduced to specify the notion of competitive
balance. To clearly describe the concept of competitive balance, an extensive
analysis of its proposed underlying dimensions is also presented enlightening various
aspects of the notion. Moreover, to validate the importance of the concept, some of
the most important theoretical propositions in the field are presented and reviewed in

detail.

1.1.1 Definition of Competitive Balance
Although competitive balance is a very important topic for professional team sports,

it is hard to fully describe the concept since numerous definitions have appeared in
the relevant literature. In our view, part of the problem lies in the remark that that the
mechanism by which competitive balance asserts its importance is rather complex

(Szymanski & Zimbealist, 2005, p. 174).

Topkis (1949), one of the first workers on the issue of competition in team sports,
referred to the notion of competitive balance indirectly as he put forth the question:
“If one club buys all the big talents, who is going to pay to watch them playing
against the other teams in the league?”. Moreover, he pointed out that sports
competition seems to offer far more than it threatens. Each club tries to buy the best
players to put together a perfect team, but at the same time not “too perfect” one,
since “there would be no money in it” (Topkis, 1949, p. 708). Neale (1964, p. 2)

states that for those participating in a professional championship the phrase “Oh



Lord, make us good, but not that good”, must be their prayer. He also underlines the
importance of the teams’ standings differences over several years in his well-known

work for the “League Standing Effect” (p.5).

In order to preserve the viability of the whole organisation, Jones (1969) uses the
term “competitive equality” and employs the concept of competitive balance as the
“equilibrium” position of every club which is a member of the league. El-hodiri and
Quirk (1971) in their model investigate the issue of “equalization of the competitive
playing strengths” as a fundamental distinct feature of the industry of sports.
Similarly, Cairns (1987) emphasises the homogeneity of teams with respect to
athletic skill while Jassens and Kessene (1986) introduce the term “sporting
equality”. According to Lenten (2009), competitive balance simply refers to the
degree of evenness in sports leagues. In the same way, the degree of equality of
playing strengths of teams is a central concept in the economic analysis of

professional sports leagues (Owen, Ryan, & Weatherston, 2007).

The term “uncertainty of outcome” has been widely used and discussed as a central
feature in sports economics literature (Borland & MacDonald, 2003; Cairns, Jennett,
& Sloane, 1986; Humphreys, 2002). The terms “uncertainty of outcome” and
“competitive balance” tend to be used exchangeably by many sports economists.
Outcome uncertainty and competitive balance are positively related; the more
uncertain the outcome, the greater competitive balance is in a league (Lee & Fort,
2008). However, despite being closely related, Kringstad & Gerrard (2007) argue
that the two concepts are not exactly equivalent and should be differentiated. They
propose that uncertainty of outcome should be narrowly defined as the probability
distribution for the alternative outcomes (ex ante) of a specified sporting contest
while competitive balance should be considered a more general concept, which also

refers to the distribution of actual sporting outcomes (ex post).

A further popular term widely employed in sports economics is “parity” (Cain &
Haddock, 2006; Mizak, Stair, & Rossi, 2005). Depken II (1999) uses the term “parity

among teams” to describe competitive balance whereas Gladden and Sutton (2003)



argue that “parity” refers to the fact that every team has a legitimate chance to win
the championship based on the resources available. Using a similar definition, Leeds
and von Allmen (2008) describe competitive balance as the “degree of parity” in a

league.

Palomino and Rigotti (2000, p. 2) state that “the more symmetric the winning
chances of the competitors the more exciting the tournament is to watch” and employ
the term “symmetry among teams” to describe competitive balance which also refers
to the expectations of fans regarding to the winner. In a perfectly balanced league
fans believe all outcomes are equally possible; therefore, there is a full or complete
outcome uncertainty. In a perfectly unbalanced league, the winner is known ex ante

with probability one (Buzzacchi, Szymanski, & Valletti, 2003).

In the present thesis, the definition offered by Mitchie and Oughton (2004) is
adopted. According to them, competitive balance is literally the balance between the
sporting capabilities of teams. The above implies that the more evenly balanced the
competitive strengths of the competing teams, the more uncertain is the outcome of
each match, and therefore (in the long-term) the outcome concerning championship

winner.

1.1.2 The Dimensions of Competitive Balance
The concept of competitive balance is multi-faceted. Consequently, in order to

clarify the concept, it is important to offer a detailed presentation of the dimensions
along with the factorizations discussed in the literature (see Table 1.1). Sloane
(1971), the first observed the simplest two-dimensional factorization of competitive
balance, reported as dimensions: 1) the short-run uncertainty that basically concerns
competitive balance within a season, and 2) the long-run uncertainty that concerns
the domination of the league across seasons by a small group of teams. He
emphasised that the latter may shrink fans’ interest and eventually lower attendance.
A slightly altered classification has been used by Jennett (1984) who comments that
there are complicating issues for the measurement of the short-run uncertainty which
is determined by the closeness of overall league competition. In particular, he

emphasized that games have little significance for the overall outcome at the



beginning of the championship but they have more significance towards the end of

the season.

Similarly, Szymanski and Zimbalist (2005) also refer to two dimensions of
competitive balance, which could be interesting for fans: 1) the ‘within-season’ and
2) the ‘between-season’. The former is important because fans of both weak and
strong teams could lose interest in the event of big discrepancies in the relative
performances during the season, while the latter may have more severe consequences
due to repeatedly successful or failed performances by the same teams. Fort (2003)
also refers to those two dimensions using the terms ‘seasonal’ and ‘between-season’
competitive balance while Booth (2005) mentions the ‘within season’ and ‘between
seasons’ type. The ‘within season’ focuses on the relative quality of teams in the
course of a particular season while the ‘between seasons’ focuses on the relative
quality of teams across seasons. The same distinction has been followed by Leeds
and von Allmen (2008), who pointed out that the “between seasons” competitive
balance refers to team’s specific variation and is related with the opportunity each
team has to move up in the standings each year. Finally, according to Hadley, Cieka
and Krautmann (2005), the two dimensions of competitive balance are the ‘single-
season’ and the ‘inter-seasonal’ dimension. They argue that fans’ interest spans

seasons and, as a result, inter-seasonal balance has an effect on demand.

Cairns (1987), offers a three-dimensional factorization of competitive balance by
adding the shortest dimension that refers to outcome uncertainty for individual
games. In particular, Cairns (1987) distinguishes three temporal forms of outcome
uncertainty: 1) for individual games, 2) for the championship, and 3) for the absence
of long-run domination of the championship by the same club. The same distinction
has been followed by Szymanski (2003), who clearly defines the three dimensions of
competitive balance as follows: 1) ‘match uncertainty’, which simply refers to the
expectations from a particular game; 2) ‘seasonal uncertainty’, which refers to the
closeness of the championship race within a season, and 3) ‘championship
uncertainty’, which is the variation of champions over a period of years. This

categorisation of competitive balance has also been followed by several others



(Buzzacchi et al., 2003; Goossens, 2006; Kesenne, 2007; Lee & Fort, 2008; Lenten,
2009; Michie & Oughton, 2004; Szymanski & Kuypers, 1999). In the course of the
past few years a similar factorisation has emerged, which also makes reference to
three different time dependent dimensions; 1) ‘match’, 2) ‘seasonal’ or ‘medium’,

and 3) ‘long-run’ or ‘inter-seasonal’ dimension (Borland & MacDonald, 2003;

Brandes & Franck, 2007; Czarnitzki & Stadtmann, 2002; Quirk & Fort, 1997).

A different three-dimensional approach has been followed by Kringstad and Gerrard
(2007) who describe as dimensions of competitive balance: 1) the ‘win dispersion’,
which relates to the distribution of wins between teams, 2) the ‘performance
persistence’, which is the relationship of the win-loss records between seasons, and
3) the ‘prize concentration’, which refers to the prize-distribution between teams
across seasons. Lastly, Vrooman (1996), points out that the three interrelated
dimensions of competitive balance are: 1) the ‘within-season’ closeness, 2) the
‘dominance of large-market clubs’, and 3) the ‘continuity of performance’ between

seasons. The last one is considered by Vrooman (1996) as the most important.

A more complicated four-dimensional factorization is given by Cairs, Jennet and
Sloane (1986). Firstly, they refer to match uncertainty (1), which receives its clearest
statement by El-Hodiri and Quirk (1971). They denote the probability of the home
team for a win as p and the uncertainty of outcome associated with the match as p(l-
p). As p moves away from one or zero, uncertainty increases reaching its maximum
for p equal to 0.5. This is valid only when two possible results exist: win or lose (e.g.
in basketball). The second and third dimensions refer to the short-run uncertainty of
seasonal outcome. In particular, the second concerns closeness of the league (2)
while the third dimension takes into account the significance of the games (3) as
measured by Jennet (1984). Finally, the fourth dimension is the long-run uncertainty
(4); for this last dimension (mentioned also in the previous paragraph) they
additionally comment that supporters from both the successful and the non-

successful teams may lose interest in cases of long-run domination by only one team.



Based on the above discussion, in our analysis we will employ the popular three-

dimensional factorization of competitive balance,

dimensions:

(1) “‘Match uncertainty’
(2) ‘Seasonal’

(3) ‘Between-seasons’

Table 1.1: Dimensions of Competitive Balance

which contains the following

N'umbef of Study Dimensions
Dimensions
Sloane (1971) seasonal between-season
Fort (2003) or or
Szymanski and Booth (2005) within-season  inter-seasonal
Hadley et al. (2005) or or
Zimbalist (2005) short-run long-run
wo Leeds and von Allmen (2008) uncertainty uncertainty
short-run
uncertainty Jong-run
Jennett (1984) (emphasis in )
Lo uncertainty
significant
games)
Cairns (1987)
Szymanski (2003)
Buzzacchi et al. (2003)
Goossens (2006) long-run
Kesenne (2007) match domination
Lee and Fort (2008) or seasonal or
Lenten (2009) individual or championship
Michie and Oughton (2004) games medium uncertainty
three Szymanski and Kuypers (1999) uncertainty or
Borland & MacDonald (2003) inter-seasonal
Brandes & Franck (2007)
Czarnitzki & Stadtmann (2002)
Quirk & Fort (1997)
Vrooman (1996) within-season dominance of  continuity of
large clubs performance
Kringstad and Gerrard (2007) v perfo'rmance prize
dispersion persistence concentration
short-run
Cairs, Jennet and Sloane match short-run uncertalp ty long-run
Jour (1986) uncertainty ~ uncertainty (emp has1s n uncertainty
significant
games)




1.1.3 The Importance of Competitive Balance
The importance of competitive balance for the welfare of any professional sports

league is an essential proposition in sports economics. More specifically, its
importance lies in the fact that, ceteris paribus, it increases the demand for following
the championship’s games both in the stadium and on television. Fans’ interest is
crucial for professional team sports since it constitutes the essence of the game’s
demand, and is manifested in many ways, such as watching a game (live or on TV),
listening to the radio, buying products associated with the game (for example, team
merchandise, products of team sponsors, or gambling) or reading newspaper reports,
related articles and books (Neale, 1964). In what follows, we will attempt to
elucidate how competitive balance increases the fans’ interest and, as a result, the
demand for league games. Moreover, we will also discuss the repercussions from the
absence of competitive balance and the cooperative or intervening actions in league
level to preserve or restore the level of competition. Lastly, we will present empirical

evidence on the relative importance of each dimension of competitive balance.

Competitive Balance and the Core Product
According to Sutton and Parret (1992, p. 8), the game between two teams is “the

core product” in professional team sports. More specifically, they state that:
“The core product is defined as the game itself, which is
whatever takes place on the field of play including the manner
in which the contest is conducted, the style and strategy
employed and the interpretation of understood laws, rules,

regulations and historical precedents”.

In a seasonal round-robin tournament, a format common to most professional team
sports, the “core product” is the series of games amongst teams. Sutton and Parret
(1992) conclude that fans are actually purchasing the outcome uncertainty of the

games or, the unpredictability (see Dobson & Goddard, 2001).

Therefore, the outcome uncertainty of the game is what makes a league product
appealing. This has a profound effect on the consumer whose experience of sporting

events is described by Madrigal (1995, p. 206) as:



“A hedonistic experience in which the event itself elicits a

sense of drama”.

The level of “drama” will depend on the degree of outcome uncertainty (Borland &
MacDonald, 2003). This means that the attractiveness of the product depends upon
the display of rivalry amongst opponent teams. It is therefore imperative for sports
leagues to be structured accordingly so as to foster the perception of inter-club
competitiveness. The uniqueness of the sport product is further explained by
Whannel (1992, p. 199):

“Like other forms of entertainment, sports offers utopia, a

world where everything is simple, dramatic and exciting, and

euphoria is always a possibility. Sport entertains, but can

also frustrate, annoy and depress. But it is the very

uncertainty that gives its unpredictable joys their

characteristic intensity”.

As Szymanski and Zimbalist (2005) explain, what fans value in sports more than
anything else is the excitement of the competition as well as the uncertainty it
generates. Obviously, the result of any contest is not known beforehand; each sports
contest is uncertain, yet some are more uncertain than others. They point out that the
interest created by watching a past top-rated contest on video cannot be compared to
the excitement generated from watching important games live. Although purists
might find it interesting to watch important players again, most of us would find it
monotonous even watching them for the first time if we already knew the result.
Similarly, if the results of a sports league are predictable, then fans’ enthusiasm fades
away easily. If the championship is not competitive and exciting the sports league is
effectively dead. The ultimate purpose of any sport competition is to offer

competitive excitement (Haan, Koning, & van Witteloostuijn, 2002).

Competitive balance ensures uncertainty of outcome both for individual games and
league championship as a whole. It is the feature that dominates the demand function

is sports by increasing attendance and therefore revenue (Jones, 1969). Higher



competitive balance has the profound effect of shifting the demand curve for the
game demand (live or on TV) to a higher level. The more competitive or attractive a
championship, the greater the number of fans buying a ticket, of broadcasters willing
to invest, of sponsors becoming attracted to it, and of people reading sport
newspapers. This implies that a league which is not competitively balanced does not

maximise its earnings (Michie & Oughton, 2004).

Peculiarity of Professional Sports
According to Neale (1964), the first peculiarity of professional sports is the fact that

game receipts depend upon athletic competition amongst teams rather than upon
business competition. To exemplify this, he offers the example of a boxing
competition: The heavy-weight champion always fights against a strong opponent to
maximise profits; it is the competition which arouses interest. He intuitively captures
this thought by saying “pure monopoly is a disaster” (Neale, 1964, p. 2). Sanderson
and Siegfried (2003) also point out that all sport contests must deal with the
fundamental issue of relative strengths amongst competitors. In connection to this,
they mention track and field, auto racing, and swimming, which use qualification in
contrast to tennis which produces seedings. Furthermore, men compete with women
only on very few occasions, for exhibitions and advertisement mainly, so as to

guarantee competitiveness.

Even if the above statement raises doubt, an even stronger suggestion would be that a
more balanced league is at least more interesting. Such a proposition is, according to
Szymanski (2003), widely accepted. Sports leagues require at least a certain degree
of competitive balance to survive, and lack of competitive balance could have more
severe consequences than lower revenues. As pointed out by Michie and Oughton
(2004, p. 1), unbalanced leagues (or specific teams) could go bankrupt and their
existence can be threatened by the creation of rival leagues, which is historically a
common case in North American team sports. Such an example in European
professional football is the proposal for the formation of the European Super League
(Hoehn & Szymanski, 1999; Vrooman, 2007). The increasing gap between the strong
or prosperous teams and the weaker or poorer ones is a serious and imminent threat

for the popularity, health, stability, and growth of the sport industry (Levin, Mitchell,
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Volcker, & Will, 2000). Even for the winning team, which easily prevails in a
championship series, attendance will in the long-run drop as the standard of

competition declines (Downward, Dawson, & Dejonghe, 2009).

Cooperation and Intervention
It is a well-established fact that teams need each other since they do not only

compete but also cooperate to produce the “game” (Jones, 1969; Neale, 1964;
Rottenberg, 1956). In other words, the “core product” in team sports heavily depends
on the competing teams (Mullin, Hardy, & Sutton, 2000). This is a unique feature of
professional team sports, and as Roselle, the former commissioner of National
Football League (NFL), argues “one of the key things that a sports league needs is
unity of purpose. It needs harmony” (Harris, 1986, pp. 13-14). In his classic work,
“The League”, Harris (1986) describes this unique situation that differentiates
professional team sports from any other business sector as ‘League Think’ (Gladden
& Sutton, 2003). The same opinion is also shared by Knowles, Sherony, and Haupert
(1992).

In a free market economy the general strategy adopted by firms is to dominate and
outperform competitors in order to cover the whole market or at least establish a very
strong position. On the contrary, in professional team sports, such a tactic may be
destructive, since sooner or later it will kill the business. No team can be considered
as successful unless the remaining teams (its competitors) survive and prosper in
such a way that the differences in quality of playing abilities amongst teams are not
“too great” (Rottenberg, 1956, p. 254). A sports team needs opponents of more-or-
less equal strength (Kesenne, 2007).

Undeniably, imbalance is an inherent, intractable part of all competitions (Sanderson,
2002). In order to achieve and sustain the production of the competitive excitement,
it is generally accepted that a cartel-like arrangement is required by the league (Haan
et al., 2002). This is actually the objective of ‘League Think’, that is, to reverse the
process through which weak teams get weaker and strong teams get stronger. The

viability of a league depends on the degree to which it can stabilise itself through its
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own competitive balance and league-wide income potential (Harris, 1986, pp. 13-

14).

A general perception is that competitive balance is declining in European football
(Arnaut, 2006) while a large number of teams face serious financial difficulties
(Davies, 2010; Dietl, Franck, Lang, & Rathke, 2008; Gerrard, 2004). We can refer
the serious debt problem of Manchester United and the threatening financial viability
of the big Greek teams of Panathinaikos and AEK Athens. From the fans’ welfare
perspective, however, it may be reasonable to suggest that a certain degree of
imbalance in favour of teams with strong fan base is optimal (Szymanski, 2001).
Typical examples of such strongly supported teams are in Greece (Oympiakos and

Panathinaikos) and in Spain (Barcelona and Real Madrid).

Leagues have four possible types of policy interventions: a) player transfer
restrictions, b) salary caps, c¢) revenue sharing, and, ¢) tournament restructuring
(Gerrard, 2004). Unlike in North American leagues, those interventions cannot be
implemented in European football leagues due to various structural reasons (Dietl,
Fort, & Lang, 2011; Dietl et al., 2008; Gerrard, 2004). For instance, European
football teams are not considered as profit-maximisers (North American teams), but
as win-maximisers instead (Davies, 2010; Fort & Quirk, 2004; Kesenne, 2000, 2006;
Sloane, 1971). As a result, European teams are overspending on players’ wages in
the pursuit of sporting success which has resulted in severe financial problems
(Szymanski, 2011). For this reason, UEFA proposed a financial FAIR PLAY rule to
control financial expenses, but this is predicted to have a negative trend in

competitive balance (Sass, 2012).

Empirical Evidence
The majority of econometric evidence supports the theoretical suggestion for a

positive effect of competitive balance on demand for professional team sports.
However, there is some controversy regarding the relative importance of each
dimension of competitive balance. Any potential dimension must to be considered as
important from the fans’ point of view. This principle is central to our analysis, since

if fans were not responsive to any aspects of competitive balance, its study would be
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meaningless. Fans’ interest, being at the heart of the demand, determines an
appropriate starting point for the study of competitive balance (Zimbalist, 2003). The
evidence that ‘match uncertainty’ affects attendance is quite weak (Borland &
MacDonald, 2003), mainly because most of the fans prefer their home team to be the
winner with the biggest possible goal difference. Many factors, which are difficult to
control, affect the outcome of a particular game and for various reasons fans can be
attracted to a particular game aside from its uncertainty of outcome. From this
perspective, ‘match uncertainty’, the shortest time-dependent dimension, does not
constitute a basic dimension of competitive balance. Even though any other
dimension incorporates ‘match uncertainty’ at its core (Michie & Oughton, 2004, p.
1), its examination seems to be an issue only of academic concern (Szymanski &
Zimbalist, 2005). The concept of competitive balance mainly concerns long-term
dimensions. Furthermore, fans might need more accumulated information, to

evaluate the importance of competitive balance.

It is generally accepted that fans’ interest is more sensitive to the long-term
dimensions, such as ‘seasonal’ and ‘between-seasons’ competitive balance (Borland
& MacDonald, 2003). ‘Seasonal’ competitive balance is a medium time-dependent
dimension that deals with the relative qualities or strength of teams in the course of a
particular season. This dimension is familiar to the fans, since football is organised in
seasonal league competitions. Therefore, the uncertainty concerning the winner of
the championship title (or any other championship prize within a single season) is
essential for interest of the fans. If a prize battle is determined early in the season,
fans’ interest and enthusiasm for the remaining games will be partly or completely
lost. The ‘between-seasons’ competitive balance, the longer time-dependent
dimension, concerns the relative qualities of teams across a number of seasons. It is
reasonable to assume that fans might care about the turnover or turbulence of teams
over the seasons; in any case, it is not exciting to have the same team winning the

title year after year or the same group of teams fighting for relegation

Consequently, it seems that the latter two dimensions are of the utmost importance

for the study of competitive balance. A league, which, according to those two
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dimensions, is not competitive, goes through periods, on the one hand, of very strong
and very weak teams (seasonal) and, on the other, of a mix of strong and weak teams,
which remain unchanged for years (between-seasons). Under this status of

competitive imbalance, the league will eventually suffer (Fort, 2006b).

1.2 The Aim and the Methodological Framework of the Thesis
Due to its prominence, quantification of competitive balance has become the main

topic of discussion in sport economics. Thus, a great diversity of different
approaches has been introduced in the literature with a view to better quantifying
competitive balance. As Zimbalist (2002, p. 112) notices:

“there are almost as many ways to measure competitive

balance as there are to quantify money supply”.

The above reflects the complicating issue of quantifying competitive balance, which
mainly relates to its multidimensionality that makes it difficult to clearly define the
concept (Downward et al., 2009). Given that every dimension has to be important
from the fans' perspective, this study investigates the quantification of the seasonal
and between-seasons dimensions. The proliferation of the proposed indices in the
literature urges us for a comprehensive comparative analysis to clarify their strengths

and weaknesses when measuring competitive balance.

Any optimal measure or index of competitive balance may differ from one sport to
another or even from one league to another (Zimbalist, 2003). This issue reflects the
championship structure of a particular sport or league. In this study, we focus on
football, which is the most popular professional team sport in the world (Reilly &
Williams, 2005). For instance, the FIFA World Cup final is rated as the biggest
single-sport mega event in the world (Close, 2010). The specific target of this study
is the European professional football, “the heartland of football, the only truly global
team sport” (Gerrard, 2004, p. 39). In Europe football is a thriving business, and
professional leagues show considerable growth in annual turnover figures. Actually,
Manchester United is the world’s most valuable sports team worthy of more than
$1.86 billion (Forbes, 2011). In most European countries, the highest football league

usually figures prominently in TV sport broadcasting as well as in recreational
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spending (Goossens, 2006). The growth is partly explained by the tremendous
investment in new stadiums as well as by the adoption of modern methods of sport

management, sport marketing, and corporate governance by teams and leagues.

Despite the substantial growth, there are important issues that the industry has to
address in order to ensure its long-term success, with the most important one being
competitive balance (Michie & Oughton, 2004). European football leagues are
complex in structure, in that domestic championships are multi-levelled tournaments
offering multiple prizes as opposed to the common single prize offered by North
American ones (Kringstad & Gerrard, 2007). The multi-levelled structure of
European football has so far not been considered, although the overall competitive
balance is determined by the corresponding levels of uncertainty involved in the

conquest of all league objectives.

For the quantification of competitive balance, any optimal index has to be important
from the fans’ perspective. Particularly, those indices to which fans show the greatest
sensitivity are the most important ones (Zimbalist, 2003). Therefore, in order to study
the fans’ responsiveness in Europe, relevant data from many countries are required.
The existing number of related studies across countries or leagues is rather limited.
Moreover, none of such existing studies is concerned with research at a European

level.

The aim of this thesis is to provide a systematic approach for an enhanced
quantification of competitive balance in professional team sports with emphasis on
European football. After the examination of all existing, the modification of some of
them, and the development of specifically designed indices, the methodological
framework followed aims for an in depth exploration using an innovative sensitivity

analysis, an empirical investigation, and an econometric study.
This thesis deals with the following issues:

a) Examination for the appropriateness of the existing indices in the context

of European football (Chapter 2).
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b) Modification of existing indices for a cross examination across leagues
and/or seasons (Chapter 3).

c¢) Construction of specially designed indices that take into account the multi-
levelled structure of European leagues (Chapter 4 and Chapter 5).

d) Investigation of the indices behaviour in various hypothetical scenarios
(Chapter 6).

e) Implementation of the indices in European football leagues (Chapter 7).

f) Identification of optimal indices and important aspects/dimensions of

competitive balance in European football (Chapter 8).

Note that although this thesis focuses on European football leagues, the method
developed here can also be adopted for other team sports or leagues. Moreover, a

number of different approaches have been developed to answer the above issues.

Firstly, it is followed an innovative all-embracing approach in terms of the extensive
number of indices included in the analysis and is provided sufficient research tools to
designate their main features. More specifically, following a comprehensive review
and analysis of the existing indices in Chapter 2, modification and development of a

large number of new indices are introduced in Chapters 3-5.

Secondly, a sensitivity analysis is employed in Chapter 6 followed by an empirical
investigation in Chapter 7 to illustrate similarities and differences amongst indices.
The unique combination of sensitivity analysis and empirical investigation further
clarify the properties of the indices and identify what they are actually measuring.
The sensitivity analysis is a novel approach in the field of sport economics research,
substantiated from the concern for an advanced knowledge of indices behaviour
under the specific championship format in European football. Findings from the

sensitivity analysis facilitate the results arising from the empirical investigation.
Thirdly, an econometric study in Chapter 8 is conducted to assess the hypotheses

supported by the theory. The use of data of adequate sample size enables the

adoption of advanced methods which strengthens the conclusions arising from the
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econometric analysis. In particular, the investigation of eight European domestic
football leagues for an extended period of seasons authenticates the findings for both
the importance of the concept and the significance of the indices of competitive

balance from the fans’ perspective.

1.3 The Structure of the Thesis
This thesis is divided into seven additional chapters dealing with the issues described

in Section 1.2 followed by a conclusive chapter. More specifically, Chapter 2
reviews the existing indices measuring seasonal and between-season dimensions of
competitive balance. Using an all-embracing approach, the objective of this chapter
is the examination of the performance and the applicability of these indices to a

number of basic characteristics of European football.

The modification of some of the existing indices for a cross examination of
competitive balance in European football is presented in Chapter 3. In particular, the
identified diversity in the number of teams that make up the league across countries
and/or seasons, create implications the proper definition of the indices boundaries.
The modification is accomplished by means of normalisation or re-location such that

both bounds correspond to the adopted conventional definition.

Chapter 4 aims to provide a more systematic quantification analysis specifically
applied to European football. New challenges are created by the complex multi-
prized championship structure of European football leagues, which requires a new
conceptual approach for the development of especially designed indices. The
development of new indices, which is based on simple averaging strategies and
focuses on the seasonal dimension, is inspired by the necessity to quantify the
competition for each prize and rate ranking positions according to their significance

for the fans.

Following a similar averaging approach, a number of new indices for the between-
seasons dimension of competitive balance are developed in Chapter 5. By virtue of
the properties of the new single-dimensional indices, a number of bi-dimensional

indices that capture both the seasonal and the between-seasons dimension are also
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created. Essentially, the introduction of those indices enables for comprehensive
analysis of competitive balance since they consolidate different aspects of

competitive balance in a single index.

The sensitivity analysis through the implementation of the indices in various
hypothetical leagues in terms of competitive level is the central theme of Chapter 6.
Following a systematic classification, the main point of the analysis is to investigate
the behaviour of all indices on the path from an initial to a final hypothetically
selected league state. We believe that the sensitivity analysis, which is designed to
meet the objectives of European football, is a quite innovative approach that further
explores the main features and identifies (on the same time) differences and

similarities amongst indices.

Moving further, in Chapter 7, a detailed analysis of the behaviour of the indices in
several European football leagues for the last 45-50 seasons is presented. In the
context of this empirical work, the key points are further elucidated by exploring the
value and the trend of indices in both Europe and country-wise. Particular
consideration has been given to the issues arising from the measurement, since a
large number of indices are employed for a big panel data. The methodological
procedure followed provides a powerful guidance and standardization about the
practical issues of the competitive balance indices using various statistical methods.
Special attention is given to association of the findings from the empirical research

with the conclusions derived from the sensitivity analysis.

Chapter 8 seeks to identify the relative importance of all indices discussed and
analysed in the previous chapters. In that respect, the constructed econometric model
aims to reveal the best or optimal index as well as the aspect of competitive balance
that mostly affects the fans’ behaviour. Particular importance is placed on the non-
stationarity and contemporaneous correlation issues, given the “temporal dominated”
nature of the panel data. We should point out that observations arising from the
econometric analysis should be of assistance to policy-makers to sustain the viability

of European football.
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Finally, the concluding Chapter 9 summarises and interprets the overall findings.
What is more, it highlights the contributions to the literature made by the present

thesis and points to avenues for future research.
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Chapter 2. Indices Measuring Competitive Balance

The increase of existing competitive balance indices indicates the progress towards a
more efficient and accurate quantification of this notion in sports. However, the
existence of a wide variety of different interpretations of competitive balance
(Michie & Oughton, 2004), creates a difficulty to create a measure that fully captures
all its characteristics. For this reason, as Zimbalist (2002) notices, a great diversity of
different approaches has been introduced. This chapter provides a comprehensive
review of the existing indices of competitive balance. Compared with other related
research works, such as those by Goossens (2006), Groot (2008), Fort (2006a), and
Michie and Oughton (2004), the present study examines and compares a large
number of the existing indices. In particular, a detailed presentation of the most
important and widely used indices will be provided in the current chapter along with
a short description of all existing indices. Moreover, the basic characteristics of
European football will also be analysed using these indices. In this context, using an
all-embracing approach, the objective of the chapter is to determine the applicability

and the main features of these indices.

The indices of competitive balance are classified into two broad categories according
to the dimension they measure; i.e. the seasonal and between-seasons dimensions.
Based on the analysis of Borland and MacDonald (2003), those two dimensions are
of the utmost importance for competitive balance. Seasonal indices measure the
relative quality or strength of teams during a particular season. The importance of
those indices derives from the fact that football is organised in seasonal competitions.

Between-seasons indices measure the relative quality of teams across seasons.

It is important to note that competitive balance according to those two dimensions
can even shift in opposite directions. Groot (2008) present, in a concise table, all
possible combinations between the two dimensions; see Table 2.1. Note that, the
downward and upward directions stand for an improvement and worsening
respectively of competitive balance. More specifically, in cases I and IV, both

dimensions of competitive balance move towards the same direction. Consequently,
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a clear statement concerning the overall direction of competitive balance can be
derived, which is downwards in case I and upwards in case IV. The behaviour of
competitive balance in block I is the most attractive from the fans’ perspective while
that in block IV is the worst-case scenario. However, in cases II and III we cannot
draw a clear conclusion for the specific direction of competitive balance. In
particular, in case II the seasonal dimension is moving downwards, which implies
that the gap between strong and weak teams becomes smaller into the season, while
the between-seasons dimension is moving upwards, which indicates that the same
strong teams dominate across seasons. Although it is evident that competition is

strong during the season, it is the strongest team that finally prevails.

Table 2.1: Seasonal vs. Between-seasons Competitive Balance

Dimensions Between-seasons
Competitive Balance
Directions Down Up
Seasonal Down I I
Competitive
Balance Up I v

Source: Groot (2008, p. 118)

Similar conclusions can be drawn from the reverse situation in block III. In that case,
the seasonal dimension is worsening while the between-seasons dimension is
improving. The former signifies that the gap between stronger and weaker teams
during a particular season widens while the latter means that there is a greater
turnover of teams across seasons. More specifically, while there is a tendency for the
stronger teams to win more games into a particular season, the identity of those
stronger teams changes through the seasons. From the fans’ perspective, it may be
argued that this case is preferable and the league is more balanced (Leeds & von

Allmen, 2008).

Following the above example, it becomes obvious that the employment of seasonal
along with between-seasons indices is imperative for in-depth analysis of

competitive balance. The following review of existing indices is organised in two
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sub-sections, whereby the presentation of seasonal indices is followed by that of
between-seasons indices. Both sections conclude with an overview table with a short
description, the derived function, the unit of measurement, and the definition of the
bounds for all discussed existing indices. Finally, the chapter closes with a
concluding section, which presents a summary of the key issues addressed regarding
the applicability of the existing indices and proposes alternative ways for a better

quantification of competitive balance in the context of European football.

2.1 Indices of Seasonal Competitive Balance
In this section, we present the procedure followed for the development of the existing

seasonal indices as well as their characteristic attributes. As many concepts in
economics, competitive balance is a latent concept; and therefore, it is still not simple
to measure it. For the study of the indices in the context of European football, it is
useful to consider a number of basic characteristics that require clarification:

a) In all the remaining of this thesis, a round robin tournament championship is
considered, in which every team play twice against all others.

b) The customary in sports literature and prevailing in European football for the
last 50 seasons point scheme is adopted (two points for a win, one for a draw,
and zero for a loss); see Table A19 in the Appendix. Compared with the
modern point system (three points for a win, one for a draw, and zero for a
loss), it provides quite robust results (Goossens, 2006).

¢) The main units of measurements employed for the calculation of the indices
are: the number of points (P), the winning percentage (w), and the winning
share (s) defined as the proportion of wins to the total number of wins in the
championship. For the calculation of w and s, a draw is estimated as half a
win.

d) No team can gather all wins in a championship since teams can only win their
own games. This is a characteristic of the distribution of wins and/or points in
sports (Owen, 2009; Owen et al., 2007; Utt & Fort, 2002). Based on that
characteristic distribution, two extreme cases of competitive balance have
been identified; the perfectly balanced and the completely unbalanced league.
The former is defined as the case in which all teams share points and wins

equally; and thus, each team has a 50 percent winning record at the end of the
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season. As far as the latter is concerned, it is defined as the case in which the
strongest team wins all games, the next strongest team wins all games against
the weaker teams, and so on down to the last team with no wins. Either of
those two extreme cases can serve as a point of reference for a reliable
calculation of the indices. Given that those benchmarks are considered as the
upper and lower bound, their difference provides the feasible range of the
indices.

e) The number of teams (N) in European domestic championships varies across
countries and/or seasons (see Table A.1 and Figure A.l in the Appendix).
Therefore, for the validity of an index in any cross-examination study it is

paramount that both bounds are well documented and insensitive to V.

Based on their main features, seasonal indices are classified into three broad
categories:

a) Indices that refer to the dispersion of winning percentages.

b) Indices from Economic Theory.

¢) Special indices.

2.1.1 Indices of Dispersion of Winning Percentages
As Bennett and Fizel (1995) point out, since the winning percentage is the “ultimate

barometer of competitive balance”, different approaches for the measurement of the
dispersion of winning percentages have been proposed. In fact, since indices of
dispersion are widely cited in the literature, the main emphasis is placed on the
process for the development of more sophisticated dispersion indices that are

appropriate for the study of competitive balance in European football.

Range
The simplest measure which informs us about the dispersion of winning percentages

1s Range, which simply refers to the difference between the higher (w)) and the lower

(w;) winning percentages in a league during a particular season.

Range=w, —w,. 2.1)
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The main advantage of Range is that it is easy to calculate and understand. It can be
easily assumed that the bigger the range, that is, the larger the difference between the
first and the last team, the more unbalanced the league. The lower bound is zero
while the upper bound is one. However useful this measure is, it is difficult to rely on
it, since it takes into account only the two extreme teams and ignores the rest (e.g.
what happens if the last team has zero points but all the rest compete equally well for
the championship?). For that reason, Range is not included in the study of
competitive balance in European football, and more advanced indices of dispersion

are examined.

Standard Deviation
The above major drawback of the Range can be partly covered by the Standard

Deviation of the winning percentages (S7D), which is a more appropriate measure of
dispersion. The STD is a rigorous statistic, which properly describes the average
squared distance of each team winning percentages from the one expected under the

assumption of perfect balance, which is given by:

STD = \/%ﬁ w,—w) = \/%i(w —0.5)

L, — il 1 2N(N -1
with = 3w N4(](\7—1))
i=1

2.2)

=0.5,

where w; stands for the expected winning percentage under the assumption of perfect
balance. In essence, STD is an informative index concerning the spread of the win
distribution. For instance, if the winning percentages of all teams follow a normal
distribution, then approximately 68% of the winning percentages lie within one
standard deviation from the league’s average and approximately 95% lies within two
standard deviations respectively. The bigger the STD, the smaller the competitive
balance, since winning percentages of the teams are very different. In contrast, the
smaller the STD, the closer the championship and the spread of the teams’ winning
percentages. The lower bound of the S7D is zero, and is obtained when teams
equally share wins. As far as the upper bound is concerned, it is sensitive to the

variation in the number of teams () that make up the league and it is given by
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equation (2.8) in page 28. For the comparison of competitive balance across
countries or seasons with various Ns, the upper bound is affected and, thus, a suitable
adjustment is required. The S7D is sensitive to extreme cases at both ends, which is

advantageous when studying competitive balance.

Ratio of Standard Deviation
The sensitivity of STD to N has been partly circumvented by the most widely cited

index in the existing literature, that is, the Ratio of Standard Deviation (RSD)
(Humphreys, 2002; Leeds & von Allmen, 2008)'. As a “tried and true” measure of
seasonal competitive balance (Utt & Fort, 2002), a detailed description of its major
characteristics is presented along with the latest transformation for its proper
application to European football. This technique was first developed by Noll (1988)
and Scully (1989), who assume that a natural way to measure competitive balance is
to divide the observed STD by the standard deviation which could have occurred in
the case of Ideal Standard Deviation (ISD), that is, when teams have equal chances

to win every game. The function of RSD is given by:

RSD = SE 2.3)
ISD

As Quirk and Fort (1997) explain, the ISD is calculated as follows:

ISD = 05 (2.4)

VG’
where G stands for the number of games each team plays in a season and usually
equals 2(N-1). The ISD represents an ideal league with an ideal competitive balance,
where the win probability for every team is 0.5. The number of wins follows a
binomial distribution. It follows that in the ideal case the average of the winning

percentage’s binomial distribution is 0.5, and if we divide it by G, we get the ISD*.

! Amongst others, the RSD is used by (Buzzacchi et al., 2003; Vrooman, 1996).
% As Groot (2008) shows: E(x) = pG = 0.5G and E(w) = E(x/G) = E(x)/G = 0.5; 6*(w) =

az(x)/GZZO.ZS/G and, as a result, ;o _ %, where E denotes expectation, p probability, G the
G
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In effect, this index compares STD with ISD. If RSD equals unity, the league is
ideally balanced, since STD equals ISD. The closer the ratio of RSD is to unity, the
less the deviation of the actual performance of the league from the ideal situation and
the greater the degree of competitive balance. However, the lower bound of RSD is
zero and not unity given that the minimum of S7D is zero. This means that a
championship can be proved to be more equal than a computer-generated
championship, where every team has a 0.5 chance to win. In fact, the RSD’s
application to football renders numbers significant below unity>*. As the ratio of
RSD increases over unity, competitive balance worsens. However, the upper bound
of the index is not well-documented. In particular, since S7D is a function of N,

based on equation (2.3), RSD is also a function of N.

Another limitation of the RSD when applied to European football is the fact that its
development has been based on the US sport leagues format, where draws are either
rare or non-existent (Goossens, 2006; Kesenne, 2007; Michie & Oughton, 2004).
More specifically, the calculation of the ISD was not originally derived with drawn
matches in mind. For instance, approximately 30 percent of the games in football end
in a tie. In that case, most of the researchers treat ties as half a win (Buzzacchi et al.,
2003; Szymanski & Valletti, 2003). Cain and Haddock (2006) argue that in
championships with draws, the distribution of the teams’ winning percentages
follows a trinomial distribution while Fort (2007) emphasises the implication of

various point schemes for the calculation of RSD”.

National Measure of Seasonal Imbalance
In our view, the above limitations derive from the fact that the range of RSD is not

well defined since its upper bound (RSD”b) is a function of N. The RSD" is attained

in the case of a completely unbalanced league, where each team always wins against

number of games of each team, o” the variance of the winning percentages, w the winning percentage,
and x the number of wins.

3 Goossens (2006) and Groot (2008) show two cases (in Germany season 1969 and in Romania season
1984) where the rule of unity was violated.

* Trandel and Maxcy (2011) introduce a new formula for RSD to account for home advantage.

> According to Owen (2010b), variations in the points schemes results in minor numerical differences
for RSD values.
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a weaker team and loses against a stronger team. The value of the RSD" has been

calculated by Owen (2009) as:

2.5)

RSD™ = 2\/5{MT/2,

12

It can be easily drawn from (2.5) that the value of RSD*” depends on the number of
teams that make up the league. This can be verified by differentiating equation (2.5)

with respect to N, resulting in:

8(RSD") 8{2\/5((]\]1; DJUZ} | 2.6)

0.

= >
oON oON J6+/N +1

Since equation (2.6) is always positive, RSD" is an increasing function of N, and
therefore, ISD cannot be used as a benchmark. Given that RSD is not appropriate for
the analysis of competitive balance in European football, Goossens (2006) put
forward a new measure, which proposes an alternative ratio, the so called National
Measure of Seasonal Imbalance (NAMSI). In effect, she compares the STD not with
the ideal situation (ISD) but rather with the most undesirable; that is, the standard

deviation in the case of a completely unbalanced league (WSD).

i=1 N ;
) | > (w,-0.5)
NAMS] = STD STDmin _ STD _ ; N — ]\;’:l , 2.7
WSD~STD,,, WSD |3 (4w —05f |3 (w™ —0.5)
i=1 i=1
N

where WSD stands for STD in case of complete imbalance, STDyi, stands for STD in
a perfectly balanced league, and w;nax stands for the winning percentage of team i in
a completely unbalanced league. The intuition behind this measure comes from the

fact that a league, which deviates from the ideal situation, does not necessarily
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require intervention. Conversely, if a league is very close to complete imbalance,

reaction is urgently needed.

The advantage offered by NAMSI, allows for comparison of countries and/or seasons
with a different number of teams and with games ending in draws (Kesenne, 2007).
In the calculation of NAMSI the STD,, is included instead of the ZSD. The meaning
of STDnin 1s straightforward, that is, when all teams share wins and each has 0.5 win
record at the end of the season. In this case, the league is in perfect balance, since all
teams equally share wins and/or points and, thus, the value of STDy,, equals zero.
WSD is reached when complete imbalance occurs; that is, the strongest team wins all
games, the next strongest wins all games except those against the strongest and so
on®. Groot (2008) and Owen (2009, 2010a) calculate WSD, and its formula is given
by:

WSD{Ig(VTf)I)T, o8

The value of WSD is affected by the number of teams N in the league. In particular,

this can be shown by differentiating equation (2.8) with respect to N as:

a(wsD) _ a{(lg(\g;—l)l)jm} 1 \/ 1 -0 2.9)

ON ON 2\ 3(N +1)N 1)

From equation (2.9) it can be drawn that WSD is a decreasing function of N. More
specifically, the larger the N, the smaller the WSD becomes. The variation of WSD
for selected N, which corresponds to various European football leagues, is presented

in Table 2.2. The incremental percentage difference is small and WSD decreases at a

% When N=4, the strongest team wins all games and has a winning percent record equal to 1 (6 wins in
6 games), the second team has a winning percent record 0.666 (4 wins in 6 games), the third team has
a win-percent record 0.333 (2 wins in 6 games), and the last team has a win-percent record 0 (0 wins
in 6 games).
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diminishing rate’. However, the cumulative percentage difference rises to a 5.5%,

which is graphically illustrated in Figure 2.1.

WsD

0.325

0.320 +

0.315 +

0.310 +
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0.300 +

0.295 +

0.290

Table 2.2: Variation of WSD

Number

of teams WSD
10 0.319
12 0.314
14 0.310
16 0.307
18 0.305
20 0.303
22 0.302

Figure 2.1: Variation & Cumulative Difference Percentage in WSD
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Based on the above analysis, the range of NAMSI is properly defined by controlling

for WSD. The new formula of NAMSI, after incorporating equation (2.8), is given by:

7 The diminishing rate of the decrease can be verified by the positive second derivative of equation

(2.8) with respect to N as follows:

62
ON?

[/ N+1 J_ AN +1
12(N-1) ) 5 N1V

N -1

2 3(N—1)“[

j32

>0
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NAMSI = TP 2.10)

(N+1) 17
12(N -1)
The range of NAMSI is from zero to one. It takes the value of zero in the case of
perfect balance while it reaches the value of unity in the most undesirable situation,

that is, when STD equals WSD and the league is completely imbalanced. The lower
the NAMSI, the more balanced the league is.

Index of Dissimilarity
The Index of Dissimilarity (ID), introduced in sports economics by Mizak and Stair

(2004), is a Gini-type index used extensively as a demographic measure. /D, when

applied in football, is given by:

2.11
IDzO.SZN:Lu—sl. @D
i=1

b

where u stands for the winning share under a perfectly balanced league, and s; stands
for the winning share of the ith team. In essence, /D denotes dispersion from the
mean (but no quadratic as the S7D) and indicates the smallest proportion of wins
required to be relocated for a perfectly balanced league in which all teams share wins
equally. The lower bound of /D is zero, which is reached when teams equally share
wins in a perfectly balanced league. As far as the upper bound (/D,;) is concerned, it
is reached in the case of a completely unbalanced league. However, the ID,; is not
included in the calculation of /D and, therefore, a normalisation is required for
comparison amongst leagues with various N (Mizak et al., 2005). Table 2.3 presents
the values of ID,;, for selected N where it can be verified that the value of ID,; is not
constant but a decreasing function of N. As it is suggested by Mizak et al. (2005), the
normalized ID, controlled for the variation in /D, ranges from zero (perfectly
balanced league) to one (completely unbalanced league) and is naturally given by

dividing ID with ID,,,.
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Table 2.3: ID,;, for various N

N 1D,
10 0.278
12 0.273
14 0.269
16 0.267
18 0.265
20 0.263
22 0.262

2.1.2 Indices from Economic Theory
Since competitive balance is essentially concerned with inequality of teams’

performances, using in this context indices measuring the inequality of income
distribution or market power is not surprising. The area of industrial organisation
theory offers a wide range of indices measuring the relative industry
competitiveness. If we consider professional football league as industrial sector, such
concentration indices explain the distribution of teams’ success in the league.
Industrial economists investigate the concentration of output, which in the
professional sport setting is the performance that can be measured by the winning

percentage, winning share, total points or goals achieved.

Herfindahl-Hirschman Index
One concentration measure, often used to illustrate the distribution of a variable by

measuring its degree of concentration across units, is the Herfindahl-Hirschman
Index (HHI) defined by the quadratic summation of the market shares of all
companies in a particular industry (Depken, 1999, 2002; Depken & Wilson, 2006).
When applied to the professional sport setting, market share becomes the winning

share in the league and the HHI is given by:

HHI = i(sl. Y. @.12)

i=1

When this measure is employed in professional football, it captures the inequalities
amongst teams that take part in the championship. The HHI index, which is used to
measure the competitive nature of an industry, is often skewed by the number of

companies in the industry (Kamerschen & Lam, 1975). Due to the nature of the

31



index, the value of HHI decreases as the number of firms or teams increases. In a
typical industry, the HHI is naturally bounded from below by 1/N, which is the state
of a perfectly competitive market, and from above by unity, which is the state of pure
monopoly. In sport setting, the lower bound (HHI,4..1), adopted as “ideal competitive
level” for Major League Baseball (MLB) by Depken (1999), is the case of perfect
competitive balance amongst the N clubs. In that case, each team wins half of its
games, i.e. N-1, assuming a round robin league format where each team plays twice
against every other. The total number of wins in the league equals N(N-1), and

therefore, the value of HHI, 4., 1s given by:

HHI, =N W=D )1 @.13)
N(N-1)) N

From equation (2.13) it can be drawn that the HHI ., 1s inversely related to N. In an
effort to manage the variation in N across seasons, Depken (1999) introduces an

altered form which deviates from the ideal, that is, the dHHI given by:

dHHI = HHI - HHI,,,, = HHI ~ % (2.14)

Depken (1999), notices that dHHI is highly related -although in non-linear fashion-
to the STD. He presents this relationship with an equation where the STD is a
function of N, the number of games played in a season (G), and the dHHI index as:

G’N

STD = dHHI. (2.15)

Essentially, dHHI measures the deviation from the ideal distribution of wins for any
period regardless of the variation in N. However, in a sport setting, the upper bound
of the index (HHI,;) is lower than unity due to the constraints imposed by the
distribution of wins and/or points in sports. More specifically, in the sport setting, in
contrast with a typical industry, the value of unity (perfect monopoly) cannot be
attained for HHI,;, since, even if the best team wins all its games, no particular team

could win all games played in a championship. HHI,;, is reached in the case of
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complete imbalance. In such a case, the value of the upper bound is less than one and
is also affected by N. Consequently, although Depken employs dHHI, and thus takes
into consideration the lower bound of the HHI, his approach ignores to re-estimate
the upper bound of the HHI. The dHHI could have been an appropriate index only if
the upper bound were unity, as it is the case in a typical industry. Although Michie
and Oughton (2004) calculate HHI,4.,; and HHI,;, for a 20 club league as 0.05 and
0.07 respectively, they do not include both of them in their index; this issue also
mentioned by Schmidt and Berri (2002). On the contrary, Michie and Oughton
(2004) introduce another version of HHI, the HICB, which measures the percentage

increase of HHI relative to the ideal case of competitive balance, given by:

H]CB=( HHI ]100. (2.16)

ideal

An increase in HICB signifies a more unbalanced league. The lower bound of HICB
is well defined and equals 100, but the upper bound is sensitive to N. For a reliable
calculation of the index in leagues with various N, a normalisation is required to
account for both the lower and the upper bounds. Owen et al. (2007), derive the

mathematical expression of HHI,; by:

HHl 22N —1)

ub = M‘ (2.17)

Similarly to HHI,4..;, Owen et al. (2007) point out that HHI,; 1s a decreasing function

of N since:
2(2N -1)
o0HHI, _ \3N(N-1)) _ 4N(N-1)+2 <0 2.18)
ON ON 3(N-1FNT

Moreover, HHI,;, decreases as N increases with a diminishing rate. The diminishing
decreasing rate is proven by the positive second derivative of equation (2.17) with

respect to N as:
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(22N -1)
o’HHI, _— \3N(N-1)) _4@2N-1)N"-N+1) o 2.19)
ON ON’ 3(N-1) N’ '

The variation of HHI,, and HHI 4., for selected N is presented in Table 2.4 where we
can observe that as N increases, there is a considerable percentage decrease in HHI,,

HHI, 4.4, and range respectively; also see Figure 2.2.

Table 2.4: Lower & Upper Bound of HHI
N HHLjew D% CD% HHIL, D% CD% Range D% CD%

10 0,100 0,141 0,041

12 0,083 0,167 0,167 0,116 0,175 0,175 0,033 0,194 0,194
14 0,071 0,143 0,310 0,099 0,149 0,323 0,027 0,163 0,357
16 0,063 0,125 0,435 0,086 0,129 0453 0,024 0,141 0,498
18 0,056 0,111 0,546 0,076 0,114 0,567 0,021 0,123 0,621
20 0,050 0,100 0,646 0,068 0,103 0,670 0,018 0,110 0,731
220,045 0,091 0,737 0,062 0,093 0,763 0,017 0,099 0,830

*D%: Percentage Difference

**CD% Cumulative Percentage Difference

Figure 2.2: Variation of Lower Bound, Upper Bound, and Range of HHI
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Therefore, if HHI,, is ignored, as in the indices described in this section, the

calculation of HHI creates unreliable results. Owen et al. (2007) address this issue by
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proposing a different variation of the index, that is, the normalized HHI (HHI*),
which takes into account both the lower and the upper bounds by controlling for the

range of HHI. Following equations (2.13) and (2.17), the HHI* is given by:

LN T 3(N —1\NHHI -1) (2.20)
HHI,, — HHI ,,, N +1

The advantage of HHI* is that its value ranges from zero (perfectly balanced league)
to unity (completely unbalanced league) regardless of the variation in N. Thus, the
comparison is facilitated by also providing the fluctuation of competitive balance
among leagues in countries and/or seasons with various N. It is interesting that HHI,;
is invariant to the number of games between the same teams, provided that the
schedules are balanced. A balanced schedule in a standard league format requires
that each team play the same number of games against each of its opponents, which
is a realistic assumption for European football leagues. Complicated calculations are
required for the unequal benchmark in an unbalanced schedule. However, that is

beyond the scope of the present study.

Gini Coefficient
The Gini Coefficient (Gini) is another index adopted from the field of economics.

This index was originally proposed by the Italian statistician and demographer
Corrado Gini to measure the degree of income inequality. Schmidt (2001) and
Schmidt and Berri (2001) employ this traditional index to measure the deviation of
championship from perfect balance. They adopt an approximation suggested by

Lambert (1993), who defines Gini as follows:

Nw

1

Gini = (1 + %) - %(WN +2w,  +3w,, +-+ Nw,). @.21)

Each team is ranked relative to its winning percent so as:
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In a typical industry, Gini has a range between zero (perfect balance) and unity
(complete imbalance)®. In a professional football context, the lower bound is
obtained in the case of perfect competitive balance, that is, when each team wins
50% of its games. The larger is the deviation of a championship from perfect
balance, the higher is the value of Gini. As far as the upper bound is concerned
(Gini,p), it is always lower than unity due to the distribution of wins in sports. A
single team can only win its own games and not all championship games. For an
index to be usable for comparison between leagues with various N, both the lower
and the upper bounds need to be taken into account. Table 2.5 presents the variation
of Gini,, for selected N, where it can be easily drawn that its value is substantially

lower than unity and inversely related to N.

Table 2.5: Variation of Gini,,

Number of Ginivp
teams
10 0.3667
12 0.3611
14 0.3571
16 0.3542
18 0.3519
20 0.3500
22 0.3485

Given that Gini ignores the upper bound, Utt and Fort (2002) re-calculate it in order
to correct this defect. They clearly point out that the standard use of Gini
dramatically overstates the value of competitive balance, which creates bias.
Following their suggestion, the Adjusted Gini Coefficient (AGini) derives from the

equation below:

AGini = M0 2.22)
Gini

ub

AGini always receives a value in the range of zero (perfectly balanced league) and

unity (completely unbalanced league). The value of Gini,, has to be calculated for

¥ In the case of complete imbalance, the value of unity is approached when N tends to infinity.
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different values of N participating teams under the assumption of a completely

unbalanced league.

Relative Entropy
The Entropy index (H) has its origin in the industrial organisation theory (Shannon,

1948; Theil, 1967) and it was introduced to sports economics by Horowitz (1997).

The H is a measure of uncertainty given by:

N
H=-Yslog,s,. (2.23)
i=1

The lower bound of H (H}) is reached in case of a completely unbalanced league.
The upper bound of H (H)), which is reached in case of a perfectly balanced league,
it is positively related to N as it is presented in Table 2.6. More specifically, the

percentage difference in H), is as high as 28.7% for the selected N.

Table 2.6: Variation of H),

Number o Percentage
teams ! Hu-log, N diﬁ”erencge
10 3.322
12 3.585 0.079
14 3.807 0.062
16 4.000 0.051
18 4.170 0.042
20 4.322 0.036
22 4.459 0.032

After calculating H), values, Horowitz (1997) proposes the Relative Entropy (R) in

the equation below:

N N
o -Y s, log,s, =) log,s,
_ i1 =
H, <1 log, N

> —log

1
SN N

R= (2.24)

M

Given that R controls for Hj, the upper bound of R is one. Thus, as R decreases, so

does the level of competitive balance. However, R does not take into account that,
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when applied to sports, H; is not zero. Since for well-defined index both bounds
should be well documented, R index as defined by equation (2.24) cannot be applied

efficiently to the analysis of competitive balance in European football.

Concentration Ratio
One of the most widely used indices in industrial organisation theory is

Concentration Ratio (CR). Simplicity and limited data requirements make the CR
index one of the most frequently used indices in industrial organisation for the
measurement of a market’s share (usually expressed in turnover terms). The selection
of the number of firms to be included in the CR index is a rather arbitrary decision;
however, a preference for a small number is evident, since it enables a clear
delineation of a market into dominant and fringe firms (Djolov, 2006). The
mathematical expression is defined by the summation of the market shares of the

largest K firms in the market, and it takes the form:

CR =)s, (2.25)

where s; refers to the market share (expressed as a proportion) of the ith firm. The CR
index ranges from zero to one. The index approaches zero for an infinite number of
equally sized firms (given that the number of K firms under examination is relatively
small as compared to the total number of firms in the industry). The larger the CR
index, the more monopolistic the industry is. The CR index reaches its upper value

when the K largest firms completely cover the market.

In the context of professional team sports, a team’s “market share” is interpreted as
the number of points won by the team as a proportion of the total points won by all
teams in the course of the season (Depken, 1999). Essentially, the CR index, as it is
applied to football, measures the degree of domination by the top K teams. One
important criticism of the CR index in the context of sports leagues is that it
examines the behaviour of a slice of the league, that is, the top K teams. More
specifically, it depends only on one point in the concentration curve. The

concentration curve is created if we plot the cumulative point share against the
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ranking of the teams. The height of the curve above any point on the horizontal axis
measures the percentage of the league’s total points accounted for by the largest K
teams. The curve rises from the left to the right and reaches its maximum height of
100 % at a point which corresponds to the total number of teams in the league
(Bikker & Haaf, 2002). Consequently, as it is depicted in Figure 2.3, for many
fluctuations in the concentration curve the index could remain unchanged.

Figure 2.3: Concentration Curve of CR
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Despite this significant weakness, the CR index is widely employed for three
important reasons:

a) It is easily understood.

b) It is highly correlated with more sophisticated measures (Groot, 2008;
Kamerschen & Lam, 1975).

c) It clearly captures the degree of domination of the top K teams, which is the
major cause for the decline of competitive balance in European football
(Michie & Oughton, 2004).

However, the application of the CR index to football is not straightforward. In
contrast to the standard industry, there are two main reasons for arguing that the
fundamentals of the CR index are markedly different when applied to football.
Firstly, the total number N of teams that make up a league, is quite limited, whereas

the relevant number of firms in the standard industry could be infinitely large. This
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feature has implications for the value of the lower bound of the index, which
concerns cases of perfect balance, that is, when the top K teams win the same number
of points as the rest of the teams. Consequently, when the index is applied to
football, its lower bound, which equals K/N, substantially deviates from zero, which

is the theoretical lower bound in the standard industry.

Secondly, it is not possible that the top K teams gather all the points in a
championship, since the remaining teams also have to play against each other. This
well-known characteristic of the distribution of points in sports leagues has
repercussions on the upper bound of the index. The upper bound concerns cases of
complete domination by the top K teams, that is, a league in which the best K teams
always win any team with lower ranking. Therefore, the upper bound, which is
defined as the ratio of the maximum number of points that the top K teams can gain
over the total number of points in the league, is lower than one (which is the case in a
monopolistic standard industry). Consequently, for the application of the CR index to
football an appropriate adaptation is required since the boundaries of the index differ

substantially from the conventional ones.

CRg Index
Koning (2000) was the first to apply the conventional CR index to football. He

introduces his own version of the concentration ratio, denoted as CRx and defined as
the ratio of the total number of points obtained by the top K teams to the maximum

number of points those K teams could possibly obtain:

e
CR, =—— = :
“T2KeN-K-1) (2.26)

where P; is the number of points achieved by the ith team. The CRk index accounts
for the upper bound, since the expression in the denominator is the maximum
number of points the top K teams could possibly collect. The upper bound of the CRk
index is one, and is obtained for a league that is completely dominated by the top K
teams. The more CRk deviates from one, the more balanced (or less dominated) is

the league. The upper bound is well defined since it is constant and, therefore,
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insensitive to both N and K. However, no provision has been taken for its lower
bound. The lower bound is obtained for a perfectly balanced league as defined in
Section 2.1. The number of points the top K teams win in a perfectly balanced league

equals 2K(N —1). As a result, based on equation (2.26) above, the mathematical

expression of the lower bound of CRx (CRk 1) is given by:

CR - 2K(N-1)  N-1 N-1
2T 2KQN-K-1) 2N-K-1 2(N-1)-(K-1)

1
. (2.27)
5 K -1

N -1

From (2.27) it is obvious that CRk ;5 1s an increasing function of the number of K
teams considered in the index. For K=1, CRk ;5 is constant and equal to 0.5, which is
its minimum value. Moreover, we can infer that CRx ;5 is a decreasing function of
the size of league N. The variation of CRg ;5 for selected N and K is presented in
Table 2.7 and it is graphically illustrated in Figure 2.4. The range of CRx ;5 1s quite
large taking values from 0.5 to 0.64. Therefore, a normalised version of the CRg
index, which will consider for both the lower and the upper bound is required for the
analysis of competitive balance across leagues or seasons with a different number of

competing teams (N) and/or different number of top teams (K).

Table 2.7: Lower Bound of the CRg Index (CRk 1p)
N

10 12 14 16 18 20 22

0.500  0.500 0500 0.500 0.500 0.500  0.500
0.529  0.524 0520 0517 0515 0514 0.512
0.563 0.550 0.542 0536  0.531 0.528  0.525
0.600 0.579 0565 0556 0548 0.543  0.538
0.643 0.611 0.591 0.577  0.567  0.559  0.553

N: number of teams that make up the league

NN S -

K: number of top teams under investigation

C5 Index of Competitive Balance
Michie & Oughton (2004) follow a different approach for the application of the CR

index to football. They introduce the C5 Index of Competitive Balance (CsICB),
which basically examines the degree of inequality between the top five teams and the

remaining ones. The Cs/CB index is defined as the ratio of the actual cumulative
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share of points of the top five teams to the cumulative share of points of the top five

teams in a perfectly balanced league.

Figure 2.4: Lower Bound of the CRx Index (CRg )
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Index
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number of dominant teams (K )

The CsICB index is defined as’:

2.5Pi (2.28)
C.ICB ==,

where sp; stands for the share of points of the ith team. Essentially, the Cs/CB index
is the CR index controlled for the case of a perfectly balanced league. The expression
in the denominator K/N with K=5 stands for the value of the CR index in the case of
a perfectly balanced league. Consequently, the value of the lower bound of the
CsICB index is one and is reached when the top five teams win on average the same
number of points as the rest of the teams. Any increase in the Cs/CB index implies a
reduction in competitive balance and an increase in the dominance of the top five

teams. The lower bound is well defined, since it is constant and, therefore, insensitive

? For simplification, we do not employ the percentage scale given by Michie & Oughton (2004).
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to both N and K. However, the upper bound, which is the case of complete

domination by the top five teams, is not specified in the index.

We can generalise the Cs/CB index and, following the same procedure as for the CRx
index, we can investigate the estimation of the upper bound of the Cx/CB. As is
noted in equation (2.26), the total number of points the top K clubs could possibly
obtain in a completely dominated league equals 2K(2N-K-1), whereas the total
number of points allocated to all teams in the league can be estimated as 2N(N-1).
Consequently, following equation (2.28), the upper bound of the Cx/CB index
(CxICByp) is calculated by:

2K(2N —K —1)
2N(N-1) 2N-K -1 1
CICB,, = = = 2.29)
e I%v N-1 CRy .5

Interestingly enough, Cx/CByp equals to the inverse of CRx ;5. It can easily be
derived from equation (2.29) that for K=1, CxI/CByp is constant and equal to 2, which
is the maximum value over different K; for any K greater than one, Cx/CByp
decreases. In particular, the magnitude of the decrease is affected by both N and K.
This effect can be verified by the inverse inferences deducted from the differentiation
of CRx ;p with respect to N and K respectively. Therefore, for K>1, CxICByp is an
increasing function of the size of league N. Consequently, the larger the N, the closer
CkICBy3 gets to its maximum value. Moreover, CxkI/CByp is negatively related to K.
This implies that the larger the number of K teams under examination, the smaller the
upper bound becomes. The variation of Cx/CByj for selected N and K is presented in
Table 2.8 and is graphically illustrated in Figure 2.5. The range of possible values of
CkICByp is quite large as it takes values from 1.55 to 2. As in CRg, a sufficient
normalisation of the Cx/CB index must account for its upper bound for the reliable
and comparable measurement of competitive balance for leagues or seasons with

different sizes (V) and/or number of top K teams.
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Table 2.8: Upper Bound of the Cx/CB Index (CxICBy3p)

N
K 10 12 14 16 18 20 22
1 2.000 2.000 2.000 2.000 2.000 2.000 2.000
2 1.889 1.909 1.923 1.933 1.941 1.947 1.952
3 1.778 1.818 1.846 1.867 1.882 1.895 1.905
4 1.667 1.727 1.769 1.800 1.824 1.842 1.857
5 1.556 1.636 1.692 1.733 1.765 1.789 1.810
N: number of teams that make up the league
K: number of top teams under investigation
Figure 2.5: Upper Bound of the Cx/CB Index (CxICBy3)
2
1.8 |
1.6 |
= —+— N:22 teams
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2.1.3 Special Indices
In this section, it follows is a presentation of the most important derived indices,

which are characterised as “special” due to their innovative approach. In particular,
surprise points are used as a unit of measurement whereas a regression-based
approach and a Maximum Likelihood Estimation (MLE) are employed for the
estimation of teams’ quality. Lastly, the probability of teams’ performance based on
the idealised normal distribution and a generic rating engine are used for the

quantification of competitive balance.
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Surprise Index
The so-called Surprise Index (S) was developed by Groot and Groot (2003). Unlike

the above conventional indices of seasonal competitive balance, which utilise only
the final league table, S uses all the available information of the final cross table,
which depicts all games’ results in the championship. The logic used to derive this
index lies in the fact that fans become excited when a lower ranking team wins a
better team. From the fans’ perspective, the champion’s defeat from the last ranking
team is more surprising and intriguing than that from the second runner team. When
such surprising results occur, the championship with increased fans’ enthusiasm and
interest is additionally stimulated. Two surprise points are awarded when a lower
ranked team wins against a higher ranked team while one surprise point is granted
when the game ends in a draw. The S index is the ratio of the actual surprise points
(Ps) to the maximum surprise points (maxPs) achieved in the case of perfect

competitive balance and is given by:

g Ps 1
max Ps max Ps

N-1 N
Z‘ ZI(R;,- +R,)j-i) (2.30)
i=l j=i+
where R;; stands for the result of the home team 7 against team j. Ps is the summation

of the surprising results that are weighted against the rank difference (j-i). The

calculation of maxPs is given as follows:

max Ps = 2§(N —i)i= (- 1)];7 W+ 1)_ @.31)

For clarification, we consider a league with three teams and calculate the surprise
points in Table 2.9. Considering a ranking order in the hypothetical league as
A>B>C, the sum of two surprise points based on the results in the first row is derived
from the draw game of team A against C (1-1). The win of team A against B (2-0)
generates no surprise, since it is an expected result. Based on (2.31), the Ps for a

league with three teams is equal to 8; thus, S is equal to 0.5 in our example.
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Table 2.9: Calculation of Surprise Points

A B C Ps
A 2-0 1-1 2
B 0-0 1-0 1
C 0-3 2-2 1
Total: 4
maxPs 8

S 0.5

The value of S ranges from zero to one. The former represents a completely
unbalanced league, which is characterised by the fact that it offers no surprises and,
therefore, the stronger team always wins. The latter represents a perfectly balanced
league, which achieves the maximum surprise points and, thus, Ps equals maxPs. For
clarification, a perfectly balanced league is obtained when the home team always
wins or all games are tied. Although S is data-intensive, as it requires the results of
each game, it is not sensitive to the number of teams in the championship. The choice
of using the rank order based on the final league table is justifiable from Groot and

Groot (2003) only for an analysis across a large number of seasons.

Regression-based Approach
An entirely different procedure for the measurement of seasonal competitive balance

has recently been introduced by Haan, Koning and Witteloostuijn (2008). Their
measurement is based on the standard deviation of team qualities rather than on
winning percentages. They differentiate between variation in home advantage and
variation in team qualities, on the grounds that they are affected by different
structural factors. They used a model presented by Clarke and Norman (1995),
whose parameters are simple and easy to interpret. In the Clarke-Norman model, a
game takes place between teams i (home) and j (away). A latent random variable
GD, determines the goal difference to the final outcome of the game, which is
positive if the home team wins, negative if the away team wins, and zero in case of a

draw. The quality parameters of the teams are measured using the following model:

GD, =0 -0 +h +¢,, (2.32)
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where 6; stands for the quality of the i team, /4 stands for home advantage, i and j
correspond to the home and visiting teams respectively, and ¢; is the error term,

which is assumed to follow a normal distribution: &; ~ N(0, %). The variable GD;is

influenced by three parameters under estimation: the first and the second parameters
comprise the quality € of the teams i and j respectively. It is assumed that 6 are
constant throughout the season and independent of the opponent and the stadium.
The third factor is the home advantage 4; defined as the goal margin by which the
home team is expected to win against an opponent of equal quality. A random factor
g;; 1s added to the model to capture all other factors that might affect the result of the
game, such as delays, the weather conditions, the players’ physical health, the

referee’s decision, etc.

N
Quality parameters 6;s are normalised by imposing sum-to-zero constraints » 6, =0 .

i=1
It means that the average quality is zero and a team with positive 6 is better than

average, while a team with negative 6 is below average. If there is no home

advantage, GD, is determined by the difference in Os designated as 6; - 6. Even

though the dependent variable in the above model is discrete, estimation with the
method of least square is acceptable since it offers a reasonable fit to the data (Haan
et al., 2008). Koning (2000), proposes a somewhat altered model, which is based on
an ordered probit model and employs the outcome of a game rather than the goal
difference as a dependent variable. It is along these lines that @ are interpreted as
quality measurements. The variation of @ provides the index of competitive balance.
Intuitively, if all teams are of equal quality, all & as well as the variation of 8 would
be zero. However, the upper bound of the index is not defined. In particular, as an
index of SD, the upper bound is sensitive to &V; and thus, it cannot be employed to

compare countries or seasons with different size of N.

Quuality Index
Groot (2008) introduces the Quality index (CByu.), which is also based on the

distribution of team qualities. The distribution of relative team qualities is argued to
be more fundamental than that of winning percentages. Moreover, the measurement

of competitive balance based on the distribution of winning percentages might not
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reveal the latent balance in team strengths. In his model, Groot (2008) follows the
logit contest success function, which is extensively used in the sport economics
literature (Kesenne, 2005; Kesenne, 2007; Szymanski & Kesenne, 2004). The

winning percentage of team i against team j can be modelled as:

W, =—-1 (2.33)

where ¢ stands for the qualities of the teams based on the amount of the players’
talent. One of the main difficulties with the logit function is that it does not allow us
to measure team qualities, since they are not directly observable. To overcome this,
Groot (2008) derives the distribution of team qualities from the distribution of
winning percentages. In a league championship with N teams, the above model can
be used to indicate winning percentage as a function of team qualities, as it is shown

below:

vzt

T+t
i j

MLE 1is the appropriate process to estimate ¢ used in (2.34). The corresponding MLE

function is given by:

L=
Hl _wins mHI losses[ t +t J (2-35)

with the log likelihood function / given by:

t
- it+ti - it[+tji
= Ziiwins In ti - Zi wins ll'l(t + t ) Ziilusses In t/‘ a Ziilossex ln(ti + t/’ )
= Zufins Inz, + zifzm-m In l,— ziwi’m+/usses ln(t,. + t/)

(2.36)

48



Then, the derivative of /¢ with respect to ¢; gives:

ol Nw' 1

ot _,,-IZ,,‘;irl.Hj ) 237)

where Nw/stands for actual number of wins of team i 10 Equating with zero, we

derive the following for the estimate of #;:

Nw!

ZN: 1 (2.38)
= Z?I.+l’:j.

The estimation of 7, can be accomplished using an iterative process starting from

~>
Il

A

lio= %\/ . Each subsequent step is obtained by means of the following function:

;o Nw!
ik ﬁ ) ’ (2.39)
J=Lj# l?i,k—l + fj,k—l

where k stands for the step in the iterative process starting from k=1 and subject to

the condition that ZZI f,, =1. The standard deviation of the estimated 7 is the

CBjua index. Consequently, the lower bound of the index is zero, which implies no
dispersion in relative team qualities as in the state of perfect competitive balance.
However, the upper value of the index, as introduced by Groot, is not well
documented. Consequently, the observations above concerning the previous quality

index also hold for CB a1

Tail Likelihood
The Tail Likelihood (TL) was introduced by Lee (2004) and it focuses on the winning

percentages of a certain percentage of the top and bottom teams. Actually, it is a

' A draw is counted as half a win, half a loss.
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modified measure of the Excess Tail Frequency which measures the percentage share
of teams with winning percentages over the range of two or three standard deviations
from the ideal distribution (Fort & Quirk, 1995). More specifically, it measures the
probability of those winning percentages that occur in the ideal normal distribution,
as described in Section 2.1.1. The 7L is defined as the sum of densities of those

winning percentages with an idealised normal distribution given by:

1L, =3 1(2)= 31 M) 51 M2 |- G o 1),

N = (2.40)
JG

where L stands for the number of top and bottom teams as a certain percentage of the

teams in the league, f stands for the normal probability density function, and ISD

stands for the Idealized Standard Deviation and is equal to 0.5/ JG , with G=2N(N-1)
when all teams play each other twice (see Section 2.1.1). Moreover, p is the
percentage of top teams that we want consider. It is noted that, L is usually not an
integer. For instance, the top 20% of the teams in a league with 18 teams is 3.6 and,
therefore, 7L, is calculated considering a weighted average of the 3 and the 4™ best
winning percentages. The lower bound of the 7L index is zero. However, its upper
bound, following the analysis in Section 2.1.1, is not well defined in the literature

since it is sensitive to V.

Team Lodeings
The Team Lodeings Index (TLI) is the output of a generic rating engine introduced by

Bracewell, Forbes, Jowett, and Kitson (2009). In order to quantify the level of
competitive balance, 7L/ measures the relative performance of teams using team
Lodeings (L;). More specifically, it converts game results to a score ratio and then
attempts to determine how team A would perform against team C given the
performance of team A against B and that of B against C. The calculation of L; is

similar to the calculation of expected values in a chi-square test of independence as:
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(2.41)

hj aj

22 rz’,m Z Qi,n

L. — m=1 n=1 ,
' ha,

where 4 and a stand for the number of home and away games respectively played by
the ith team, r stands for the score ratio in home games, g stands for the score ratio in
the away games subtracted by one, and m, n stand for the home and away games
respectively. The value of L; ranges from zero to unity. The standard deviation of L;

represents the 7L/ as a measure of seasonal competitive balance.

TLI = SD(L,),i =1...N, (2.42)

where SD stands for standard deviation. The lower bound of 7LI is zero while the

upper bound is not defined in the literature.

Overview Table with Indices of Seasonal Competitive Balance
A summary of all indices classified according to their features is provided in Table

2.10. Moreover, the table presents a short description, the function, and the unit of
measurement of all indices. Special attention is paid to the definition of the bounds of
the indices, since for a proper application to European football, both bounds must be
well documented so as to account for the variability in N. It should be noted that
bounds are defined as the case of a perfectly balanced and a completely unbalanced
league respectively. Consequently, the level of competitive balance is not
comparable among all indices presented in Table 2.10. For those indices for which
the bounds are not well defined, a modification is required by means of
normalisation for the proper quantification of competitive balance in the context of

European football.
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Table 2.10a: Indices of Seasonal Competitive Balance

Unit of Relationship
Study Indices of Dispersion of Winning Description Measure Lower Upper wzth. .
Percentages ment Bound Bound competitive
balance
IProvides small amount of information since 0 1
1 p. 23 Range = We =W, it depends only on the best and worst w PR C -
winning records in the league. (PB) (CD)
Standard Deviation: IDescribes the average squared distance of
) 24 [ X each team’s w from the expected in case of 0 N.D.
p- STD = 7Z(Wi —0. 5)2 perfect competitive balance. The upper w (PB) (CI -
NS bound is sensitive to N.
Noll (1988) and | Ratio of Standard Deviation: [>c¢ it includes STD, its upper bound is
also a function of N. The ‘ideal competitive 0 N.D.
3 Scully (1989), RSD = STDVG balance’ of unity has been violated by w (PB) (@)} )
p.25 0.5 empirical results.
National Measure of Seasonal
Goossens (2006), Imbalance: The index i§ .pr'operly controlled fpr the 0 1
4 NAMST = STD ISTD’s sensitivity to N by accounting for the w -
p. 26 - ( 1/2 f 1 imbal (PB) (Cl)
[ N +1) } case of complete imbalance.
12(N -1)
(| Misakra, | nderorDisimlri: iy b e doprion | 0
(2005), p. 30 ID=0.5y|u-5 > ' (PB) (Ch)

necessary to account for its upper bound.

w: winning percent; s: winning share; PB: Perfect Balance; CI: Complete Imbalance; N.D.: Non defined.
“The relationship of the index with the level of competitive balance is defined as positive/negative if a higher value of the index is related with a more/less balanced
championship.
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Table 2.10b: Indices of Seasonal Competitive Balance

Unit of Relationship
Study Indices from Economic Theory Description Measure é(o)r;; gg 5 5;, comv;letthi five
ment *
balance
. , The index measures the degree of
6 Owen et al. NOrn;(aj\f lZle)dNZZI. . concentration across units. It is defined by 0 1 i
(2007), p.31 HHI* = # the quadratic summation of teams’ winning § (PB) (CI
+ shares.
Adjusted Gini Coefficient:
7 Utt and Fort 4 Giniﬁ‘ The index measures the deviation of a 0 1 i
(2002), p.35 AGini = Cin championship from perfect balance. w (PB) (@)
ub
. S It is an index of uncertainty from
. - 1 . .D.
8 Horow1t§ (1997), Relative Entropy: ,_ Z:S %825 b formation theory. The lower bound is not s NCD Pl B +
p.37 log, N defined when applied to sports. (€n (PB)
: S The index captures the degree of domination
F, . N.D. 1
9 Koning 4(5000)’ CRx Index: CR. — ; ! by the top K teams. The lower bound is a P PB C -
p- K “2KQ@N-K-1) [function of N. (PB) (CD)
o C5 Index of Competitive
Michie and f P s This index also captures the degree of 1 N.D
10 | Oughton (2004), Balance: ~ ;sz ) domingtion by the top K teams. The upper Sp (PB) ( Cl) -
p.41 CICB = y bound is a function of N.
N

w: winning percent; s: winning share; P: number of points; sp: share of points; PB: Perfect Balance; CI: Complete Imbalance; N.D.: Non defined.
“The relationship of the index with the level of competitive balance is defined as positive/negative if a higher value of the index is related with a more/less balanced

championship.
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Table 2.10c: Indices of Seasonal Competitive Balance

. Relationship
Stud Special Indices Description ]l;]enal;uO;]je Lower Upper with
Y P P ment Bound Bound competitive
balance”
Surprise Index: This innovative index, which uses
Groot and Groot . o information frgrp the ﬁnal cross table, it Surprise 0 1
11 (2003). p.45 S= Hzizl ZFM(RU +R, X/ i) employs surprising point to estimate the Points I (PB) +
> P- level of competitive balance of a
championship.
Haan et al Regression-based Approach  |The index is the SD of teams’ qualities Team 0 ND
12 ) 4' Model: estimated from the probit model. The upper lit PB C ‘ -
(2008), p-46 GD,=6,-0,+h +¢, bound is a function of N. Quality (PB) (@)
Quality Index (CBgual): The index is the SD team’ qualities derived
13 Groot (2008), P Nw/ with log likelihood estimation using Team 0 N.D. i
.47 n ZN: [ 1 ] winning percentages. The upper bound is Quality (PB) (@)}
A+, also a function of N.
Tuil Likelihood The index measures the probability of
ail Likelihood: winning percentages at the top and bottom 0 N.D.
14| Lee (2004), p.49 TL=Y, f(z,) of the ladder. The upper bound is sensitive Z scores (PB) (Ch )
to N.
Team Lodeings (TLI): The index is the SD of teams lodeings,
Bracewell et al i i which is the output of a generic rating 0 N.D
16 ) 2> r.>q., engine, and it measures the relative Lodeigns . -
(2009), p.50 neg &8\ (pB) (CI)
> P- L= ’”:‘hizl performance of the teams. The upper bound
a

is a function of V.

PB: Perfect Balance; CI: Complete Imbalance; N.D.: Non defined.

"The relationship of the index with the level of competitive balance is defined as positive/negative if a higher value of the index is related with a more/less balanced

championship.
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2.2 Indices of Between-Seasons Competitive Balance
In this section, we focus on the measurement of the between-seasons dimension,

which is the longest time-wise dimension of competitive balance extending across at
least two consecutive seasons. This dimension captures an important aspect of
competitive balance measuring whether the same group of teams either dominates
the league or fights to avoid relegation across different seasons. The characteristics
and the reasoning behind the between-seasons indices are presented in this section
which concludes with a short description of the indices excluded by this survey

followed by an overview table and some closing remarks.

2.2.1 Measurement Characteristics and Scarcity of Between-seasons
Indices
The between-seasons dimension has the distinguishing attribute of capturing the

mobility or relative performance of teams across seasons. In contrast to the seasonal
dimension, the identity of teams matters in the calculation of the between-seasons
dimension, since we need to know the performance of each team from season to
season. This is explicitly illustrated in Table 2.11 by a hypothetical six-team league
similar to the one presented by Humphreys (2002). In two different hypothetical
scenarios A and B, the winning record of each team is calculated along with the
seasonal standard deviation of winning percentages (S7D) for a five-season span. In
both cases, the STD equals 0.342 for every season, which means that the level of

competitive balance, according to this measure, is the same for every season.

Consequently, the league is equally balanced in scenarios A and B according to the
seasonal measure of STD. However, it is obvious that the relative standings across
seasons are quite different between those two cases. In scenario A, team A
completely dominates the league while team F is perpetually the weakest team for
the whole 6-year period. In contrary, in scenario B, there is a perfect variability in the
teams’ standings and every position is equally shared amongst teams. This
turbulence of relative standings can be only captured by suitable between-seasons
indices of competitive balance where the identity of the teams is distinguishable over

the seasons.
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Table 2.11: A Hypothetical League in Two Different Scenarios

Scenario A
Season
Team 1 2 3 4 5 6
W LWin% W LWin% W LWin% W LWin% W LWin% W L Win%
A 50 I 5 0 I 5 0 I 50 I 5 0 I 50 1
B 4 1 08 4 1 08 4 1 08 4 1 08 4 1 08 4 1 0.8
C 32 06 3 2 06 3 2 06 3 2 06 3 2 06 3 2 06
D 23 04 2 3 04 2 3 04 2 3 04 2 3 04 2 3 04
E 1 4 021 1 4 021 1 4 021 1 4 02 1 4 02 1 4 02
F 0 5 0 0 5 0 0 5 0 0 5 0 0 5 0 0 5 0
STD: 0.342 0.342 0.342 0.342 0.342 0.342
Scenario B
Season
Team 1 2 4 5 6
W LWin% W LWin% W LWin% W LWin% W LWin% W L Win%
A 50 1 4 1 08 3 2 06 2 3 04 1 4 021 0 5 0
B 4 1 08 3 2 06 2 3 04 1 4 021 0 5 0 5 0 1
C 32 06 2 3 04 1 4 02 0 5 0 5 0 I 4 1 08
D 23 04 1 4 020 0 5 0 5 0 1 4 1 08§ 3 2 06
E 1 4 020 0 5 0 5 0 I 4 1 08 3 2 06 2 3 04
F 0 5 0 5 0 I 4 1 08 3 2 06 2 3 04 1 4 02
STD: 0.342 0.342 0.342 0.342 0.342 0.342

In contrast to the variety of existing seasonal competitive balance indices, the

number of between-seasons indices presented in the literature is quite limited

(Buzzacchi et al., 2003). This number becomes even smaller when we focus on the

implementation of such between-seasons indices on European football. This is

justified by two important factors related to the structural features of measuring the

between-seasons dimension:

a) Teams’ identity matters: In contrast to the closed North American leagues,

European football leagues are open to new promoted teams substituting the

worst teams of the previous season. Essentially, there are noticeable

differences in the championship structure between a closed and an open

league. In the former, identity of the teams remains exactly the same for a

long period (except for seasons of expansion or contraction), whereas in the

latter it continuously changes from season to season due to the promotion and

relegation rule. More specifically, for every season in any domestic European

football league, the last teams in the classification are demoted to the
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b)

immediate lower division and are replaced by the promoted teams from the
lower division. Consequently, even between two adjacent seasons, two, three,
or even four teams change according to the specific relegation rule of the

league.

Therefore, only indices that account for the promotion-relegation rule can be
utilised for the study of competitive balance in European football. In an
attempt to circumvent such a strict limitation, two different approaches
emerged in the literature. In particular, Groot (2008) conveys the ranking of
the relegated teams to the promoted ones while Gerrard (1998) reduces the
total number of teams by excluding relegated teams. It is reasonable to
assume that the former approach is preferable from the fans’ perspective.
Moreover, the latter excludes valuable information. In the present study the
compromise proposed by Groot (2008) is followed, since it is assumed that it
does not introduce an unacceptable degree of bias. This compromise cannot
be applied for a period longer than two adjacent seasons since the teams’

identity in the league dramatically changes.

The unit of measurement of the between-seasons indices: The two
proposed units of measurement are: a) the ranking mobility, and b) the
change in winning percentages/shares across seasons. The former stands for
relative performance while the latter for absolute level of success. It can be
safely assumed that in the long run, relative performance is more significant
than the absolute level of success from the fans’ perspective. Obviously, the
change in the teams’ winning percentages across seasons matters to the fans,
but it is doubtful that this is at least equally important as ranking mobility.
Normally, fans cannot easily judge teams’ winning percentages from season
to season. On the contrary, they can spontaneously recall at least the
approximate ranking position of all teams. In particular, they can easily recall
the exact position of teams at the top of the ladder in the span of one or even

two and/or three seasons.
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Following that, indices of ranking mobility across two adjacent seasons, although
they do not account for the promotion-relegation rule, they can be applied to
European football under the above-mentioned compromise. However, the same
rationale cannot be followed for the indices of winning percentages change. While it
seems natural to assign the ranking of the relegated to the promoted teams, a similar
procedure for the winning percentages appears to be quite arbitrary. Consequently,
indices based on the winning percentage change cannot be applied on European

football data.

2.2.2 Indices Appropriate for European Football
An index especially designed for European football is the so called G index

(Buzzacchi et al., 2003). In the following, we present the G index along with three
additional indices that can be applied on European football using the above-discussed

compromise.

G index
Essentially, the G index (G), which was developed by Buzzacchi et al. (2003), not

only accounts for the promotion and relegation rule, but it also permits for a
comparison across leagues and/or seasons with various number of teams.
Additionally, it accounts for the number of teams promoted in and relegated from
any division in a particular championship format. It is a Gini type index which
measures the cumulative frequency of teams entering the top K positions in the
highest league over a fixed period. Moreover, it measures the turnover in the top K
positions relative to the expected frequency in a perfectly balanced league in which
the win in every game is purely random. Buzzacchi et al. (2003) compare the
observed frequency with a theoretical benchmark which represents the number of
teams entering the top K places in an ideally balanced league. The elaborated
benchmark considers a typical European championship format with a number of L
divisions, where p teams are promoted and r teams are relegated each season in

leagues with N teams. The probability that a team is in division / in year ¢ is given by:

d(t0)=d(te-)yN=rO=pO g2y oy D on 2l e
Nl Nl—l Nl+]
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where 1</< L, r(L) = p(1)=0, d(0,f) = d(L+1,)=0. The starting year is 0, ¢ is any
year in the period under examination 7. Each team starts at /=0 in league / with
probability 1, consequently d(/,0)=1 and 0 otherwise. Given that the probability a
team is in one of the top K positions in the highest league in year ¢ is estimated by the
joint probability d(1,f)K/N,, the probability that the same team is at least once in any
of the top K positions after year 7 is given by:

t 1=2 N

w(K-T)=1-T [id,(l,t)JrN‘N_Kd,(l,t)}ﬂ— : {pM} @4
=0 t=0

Based on equation (2.44), the expected number of teams that will have been in any of

the top K places after T years is given by:

y(K,T)= ZL:N,WI (K,T) (2.45)
=1

The G index is proposed by Buzzacchi et al. (2003) after calculating the benchmark

case in (2.45); the index quantifies the observed values as:

_ > K- vE(K.T) , (2.46)

)= = )

where T stands for the years under consideration and y* (K ,T ) and y* (K ,T ) stand

for the expected and observed numbers respectively for teams entering at least once
in the top K positions in the highest league. The value of the lower bound of G is
zero and signifies a perfectly balanced league. However, the upper bound of the
index, which indicates a completely unbalanced league, is not well defined and is
only referred to as “close to one”. Therefore, a modification is required for the proper

application of G to European football.
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Indices of Ranking Mobility in two Adjacent Seasons
A variety of indices measuring the degree of ranking mobility between two adjusted

seasons exists. The compromise under which those indices are applicable to
European football is straightforward. More specifically, using ¢ as a benchmark
season, promoted teams in season ¢-1 are assigned to the ranking position of the
relegated ones. The exact ranking order of the promoted teams is determined by the

respective ranking position in the lower division in season #-1.

Index of Dynamics
Haan, Koking & van Witteloostuijn (2002) propose the DN, index to measure

ranking mobility from season to season by summation of the absolute number of
ranking changes of all teams. Consequently, the mathematical expression of DN, is

given by:

(2.47)

where r;, stands for the ranking position of team 7 in year ¢. As it is illustrated in the
following example, DN, is a quite simple index, which can be calculated in a
straightforward manner. Consider a six-team league and the final rankings in two

consecutive seasons denoted as A and B.

Table 2.12: A six-team League: Ranking Changes

Teams Season A Season B Change

A 1 6 5
B 2 5 3
C 3 4 1
D 4 3 1
E 5 2 3
F 6 1 5

Sum of Change: 18

As it can be inferred from the above example, upward and downward movements in
the rankings are treated identically. In addition, the summation of change in rankings
is affected by the number of N teams. If the number of teams is N, the maximum of

DN; equals N*/22. However, in view of the fact that DN, depends on the number of
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teams that comprise the league, Haan et al. (2002) introduces the normalised /ndex of

Dynamics ( DN ) in league rankings'':

DN’ = _Z‘r“ -7, ‘ (2.48)

The DN, index is insensitive to N and its value ranges from zero to one. The former

represents the case of a completely unbalanced league (no ranking mobility) while

the latter the case of a perfectly balanced league (maximum ranking mobility). In the
above example, the value of DN, equals one, since it reaches the maximum ranking

mobility from season A to season B.

Kendall’s tau coefficient
Groot (2008) introduces the application of the Kendall’s tau coefficient (t) to rank

correlation. The 7 index illustrates the overall ranking turnover within a league
between two seasons. The calculation of 7 is based on the number of transpositions
required to transform a particular rank order to another specific order. For example,

suppose the following ranking in a league with four teams:

Teams
A B C D
season 1: 1 2 3 4
season 2: 3 1 2 4

Note that when teams are orderly listed in season I, two transpositions are required
to transform the ranking in season I into the ranking of season 2. More specifically,
team C in season I has to advance two positions in season 2. The number of
observed transpositions (s) is the basis for the calculation of the 7 index. In essence, s
is compared with the maximum possible transpositions (s;,.), which is equal to N(/N-

1)/2. The formula of the 7 index is given by:

""" Even though they do not refer to Haan et al. (2002), Mizak, Neral, and Stair (2007) propose the
Adjusted Churn, which is fundamentally the same as DN, : )
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2s 4s (2.49)
1 .
s N(N-1)

The theoretical upper and lower bounds of this statistical index are -1 and 1. The
upper bound is obtained when there are no transpositions (s equals zero), and it
stands for a completely unbalanced league. As far as the lower bound is concerned, it
is obtained when the number of transpositions is maximum (s equals stands s,,,y), and
it stands for a perfectly balanced league. According to Groot’s interpretation, a
perfectly balanced league is defined when the ranking of the teams in one season are
independent of their ranking in the adjacent season. In that case, s equals N(N-1)/4
and, therefore, the value of the 7 index is zero. Groot’s interpretation raises
comparability issues, since there are several cases in European football with values
that are either negative or close to zero based on our preliminary results from
application in eight European countries. However, in Groot’s empirical results for

England, negative values are non-existent or very rare.

Spearman’s rho
A competitor to Kendall’s t is Spearman’s rho (r) correlation coefficient for ranked

data (Daly & Moore, 1981; Maxcy, 2002; Maxcy & Mondello, 2006). Although
Kendall bases his statistic on the number of inversions or ranking transpositions,
Spearman treats ranks as scores and then calculates the correlation between two sets
of ranks. The calculation of the r, index is accomplished by simply applying the

Pearson’s correlation coefficient (r) (Howell, 1987):

— SXY
N (2.50)
X~y
N N N 22 o 2
RN 0 N ) IR 021
iths, =Yxy-o = g -yYy 7 /J g _Ny \a J
T S Zl a N = N ' Z N

where X, Y are the rankings of teams in two different seasons. An alternative formula

is given by Snedacor and Cohran (1967):
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N
6y, D} 2.51)

where D;=(X;-Y;) stands for the difference in rankings of teams between the two
seasons. The interpretation of 7y is similar to that of the 7 index, and its value ranges

from -1 (perfect balance) to 1 (complete imbalance).

2.2.3 Indices not Applicable to European Football
In this section, we present indices that cannot be applied to European football due to

the promotion-relegation rule. Generally, their distinguishing feature is that their unit
of measurement is based on the ranking over long periods (more than two) or
winning percentage change across seasons. In both cases, the compromise adopted
previously cannot be followed. Our review, therefore, focuses only on the main

features of those indices.

Indices of Ranking over Long Periods
There exist indices of ranking mobility that refer to a much longer period than that of

two adjacent seasons. Apparently, for a period of many seasons, the teams’ identity
in the league changes dramatically and, therefore, the compromise to overlook the
promotion-relegation rule cannot be applied. For instance, in a three-season span for
a league with 18 teams in total and 3 relegated teams, the change in the teams’
identity could rise up to 50 percent; as a result, those indices of ranking mobility

cannot be applied to European football.

Hirfindahl-Hirchman Index
One of the most frequently used indices of ranking over long periods is the

Hirfindahl-Hirchman Index (HHI). In effect, there are two widely used applications
of the HHI for the measurement of the between-seasons dimension. Firstly, the
relative Hirfindahl-Hirchman Index (rHHI), which measures concentration of title
winners or other top places over a long period of time (Eckard, 1998). More
specifically, the »HHI is calculated by summing the quadratic team shares minus the

expected value of HHI under the assumption of perfect balance (i.e. all shares are
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assumed equal for the period under study) which corresponds to equal shares for the

period under investigation.

rHHI =Y s? ~ HHI,,,, 2.52)
P

where s; stands for the share of times the i team appears at the top places for the

examined period, HH/.4., stands for the value of HHI under equal shares for all the

N teams in the league. Secondly, the Hirfindahl-Hirchman Index adjusted (HHI-adj),

which was introduced by Gerrard (2004). Although HHI-adj has a similar application

to rHHI, it takes into account the maximum value of HHI (HHI,,4.):

N
Zs,z

HHI - adj = ﬁ (2.53)

max

where HHI .« stands for the value of HHI under domination by the same teams for

the whole examined period.

Gini Coefficient
Besides HHI, Gini Coefficient (Gini) has also been employed for measuring the

concentration in any of the top positions in a league over a period of many seasons
(Fizel, 1997; Quirk & Fort, 1997). Adapting from equation (2.21), x now stands for

the appearances of each team per season at the top places.

Markov-based Approach
Hadley, Cieka, and Krautman (2005) introduce a Markov-based approach to

estimate transitional probabilities of teams from one state to another over a period of
two decades whereas Krautmann and Hadley (2006) employ this approach clustering
a number of seasons specified by structural factors in MLB. The different states are
defined in terms of a team’s ranking at the end of season. In this state-dependent
approach, the outcome is treated as a binary variable and at time (¢#+1) it is
determined by the state at time ¢. The transitional probabilities are calculated as the

proportion of transitions from one state to the other. For instance, consider a league
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with 20 teams and six available spots each season for qualifying in European
championships. If four teams continue and two new teams gain the right to
participate in European championships the following season, the transitional
probabilities are calculated as: P*=4/6 and P“*=2/14, where P* stand for the
transitional probabilities to continue playing in European Championships while P"*

stands the possibility for a new team to gain one of these positions.

Hope Statistic
Similarly to the Markov-based approach, the Hope Statistic, introduced by Kaplan,

Nadeau, and O’Reilly (2011), handles success as a binary variable. Instead of using
winning percentages, the Hope statistic employs a chosen number of wins out of a
specified ranking spot as an indicator of hope. According to this index, the value of
one or zero is assigned to teams that finish with fewer or more wins than the chosen
number of wins away from the specified ranking spot respectively. The chosen
number of wins is quite arbitrary. For instance, Kaplan et al. (2011) use the number
of 8 wins while O’Reilly, Kaplan, Rabinel, and Nadeau (2008) use 5.5 wins away

from the post-season spot. The formula of this index is given by:

T
S GBLy,
t=1
T GBL,,
Hope = = ,
P = —— " oGBL, (2.54)
S (GBL,, ~GBL,,)
t=1
T
T T
S GBL, S GBL,
with GBL, == GBI, =o
: N : T

where GBL stands for the binary variable taking the values of one or zero based on
the number of team’s i wins away from the specified ranking spot, and 7 stands for

the number of seasons under investigation.
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Indices of Winning Percentage Chance Across Seasons
A large number of indices that measure winning percentage/share change of teams

across seasons exist. In what follows, we briefly review the most important of those

indices mainly employed in closed leagues either in the United States or Australia.

Correlation Coefficient
The Correlation coefficient of teams’ winning percentages up to a three seasons lag

was utilised by Balfour and Porter (1991) to investigate the effects of free agency in
competitive balance both in MLB and the NFL. Similarly, Butler (1995), employs
the Correlation of winning percentages for an adjacent season for the analysis of
competitive balance in MLB. The calculation of the index is based on Pearson’s

correlation coefficient as in equation (2.50).

ANOVA-based indices
The ANOVA-based measure (VAR), developed by Eckard (1998, 2001a, 2001b), is a

more sophisticated measure that encompasses both the seasonal and the between-
seasons dimensions. More specifically, Eckard decomposes the total variance of

team winning percentages into time varying and a cumulative component as:

VAR =VAR, +VAR (2.55)

time cum >

where VAR, stands for the mean of seasonal winning percentages variances of the
teams, and VAR, stands for the variance of cumulative teams’ winning percentages

over the period under investigation.

Alternatively, Humphreys (2002) introduces the Competitive Balance Ratio (CBR)
which also accounts for both the seasonal and the between-seasons dimensions. In

particular, CBR scales the relative magnitude of the average variation in winning
percentages of all teams in the league (or) by the average variation in winning

percentages of each team across seasons ( oy ) given by:

cBr=2". (2.56)
ON
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Both the ANOVA-Based and CBR are calculated over a period of several seasons;
what is more, there is some controversy over their resemblance (Eckard, 2003;
Humphreys, 2003). An index similar to the ANOVA-Based and CBR spirit is James’s
index which is measured for a decade and is also composed of two elements: a) the
average standard deviation of winning percentages for teams in each season, and b)

the standard deviation among teams as a whole (James, 2003).

Instability index
A simpler index is the Instability index (Is), developed by Hymer & Pashigian

(1962), which is given by the sum of the absolute change in teams’ winning share

from season to season:

N

Is=)

i=1

s —g (2.57)

it i1

where s;, stands for the winning share of team 7 in season ¢.

Linearised Turnover Gain Function
Lastly, the Linearised Turnover Gain Function (LTFG), was recently introduced by

Lenten (2009). It uses the winning percentages of two consecutive seasons to
produce a quadratic metric that takes the form of a turnover gain function. In
essence, LTGF quantifies the gains for a more competitive championship, when a

team moves towards the 0.5 winning percentage record. LTGF is given by:

M=
-~

(2.58)

LTFG ==

=

where Y, stands for the gains of team i in season ¢ in a league with N teams. The
values of Y;, are calculated according to the teams’ winning percentages (w) given by

Table 2.13:
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Table 2.13: Conditions for the Gain Function

Values of Y, Conditions
Wi,t_1:0.5
0 Wi <W;1<0.5

0.5<wj, 1 <wiy
Wi,t—1<Wi, t<0-5
Wi 1>W, ~0.5
Wi,t<0-5<Wi, -1
w,;t_1<0.5<w,~,t

| Wi Wil |

|Wi,t—1'0-5|

Overview Table with Between-seasons Indices of Competitive Balance
A summary of the existing between-seasons indices of competitive balance along

with their unit of measurement is provided in Table 2.14. Based on the previous
analysis, the definition of the boundaries is presented and the indices are classified
according to their applicability to European football. G index requires normalisation
since its upper bound is not well documented. From this table it can be inferred that
most of the existing indices cannot be applied in European football due to the
promotion-relegation rule, which either greatly affects the identity of the teams
across seasons or prevents the use of the suggested compromise when winning

percentage changes across seasons are employed.
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Table 2.14a: Indices of Between-Seasons Competitive Balance

Appropriate
; ; Range of the Index
No Study Index Description Unit of * for use in
measurement European 5 0
football’ ower pper
G index: This index measures the frequency of
Buzzachi et al. : teams in the top K places for a number 0 N.D.
! (2003), p.58 G(T)= Z;Z‘yL(KT’T)_LZ;ﬂy‘f(K’T) of seasons 7. Tlile ul;per bound is not R (PB) <
' (K.T) well documented.
Index of Dynamics:
Haan et al. )/ Dy It measures the ranking mobility in the 0 1
2 (2002), p.60 DN, 2 g: ‘ league in two adjacent seasons R v (@) (PB)
> P- t = o7 2allie Tl w .
A=
3 Groot (2008), Kendall’s tau foeﬁi CIent: | This index measures the number of R v -1 1
p.61 1 _WS*U transpositions in two adjacent seasons. (PB) (cn
Howell (1987), Spearman’s rho: It is the application of Pearson’s r to -1 1
4 62 r=—n ranks R Y (PB) (&)
b ©S,S, :
Eckard (1998), Relat‘\live HHAL: It measures the concentration of title R x
p.63 rHHI =Y s} —HHI,, winners or top places over seasons.
HHI adjusted:
Gerrard (2004), Yo It measures the concentration of title
6 s R X
p.63 HHI - adj = -2 ’ winners or in top places across seasons. N.A.
* " HHI
It measures the concentration in any of
Fizel (1997) . . the top places across seasons. The
b M x
7 64 Gini Cocfficient formula is derived from the application R
p

of Gini to seasonal dimension.

R: Ranking based measurement; PB: Perfect Balance; CI: Complete Imbalance; N.D.: Non defined; N.4.: Not Applicable.

*
M: Yes; v': Yes, using the discussed compromise; ¥: No.
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Table 2.14b: Indices of Between-Seasons Competitive Balance

Appropriate
- Unit of for use in Range of the Index
No Study Index Description *
measurement European 5 0
football’ ower pper
It measures the transitional
8 Hz%(ggy ct 2; Markov-based Approach probabilities from one state to another R x
( )s P- over a long period of seasons.
Hope Statistic: This index handles success as a binary
9 Kaplan et al. CBL ' variable and employs the number of R %
(2011), p.65 Hope = & wins out of a specified ranking spot as
oGBL, a hope indicator.
It measures the correlation of winning
10 Butler (1995), Correlation coefficient percentages across seasons using w x
p.66 Pearson’s correlation.
| Eckard (1998), | ANOVA-based measure: | (20 T2 ecovo o cesonal W .
p.66 AVAR=VAR e + VAR and an across-seasons component. NA.
. . . | It scales the average seasonal variation
12 Humphreys Competitive Balance Ratio: in winning percentages by the W x
(2002), p.66 cBrR=2" respective average variation across
o seasons.
Hymer and VIV .
13 Py hioi Instab fyllly index: It measures the change in winning x
(19a652)1g1ar617 Is=>s., —s,., shares in two adjacent seasons. §
> P-
Linearised Turnover Gain It quantifies the gains in terms of
Lenten (2009), N promoting competitive balance for two
14 3y, . . w X
p.67 Function: | .. " consecutive seasons by employing a
N turnover gain function.

Ranking based measurement; w: winning percent; s: winning share; N.4.: Not Applicable.

*
M: Yes; v': Yes, using the discussed compromise; ¥: No.
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2.3 Concluding Remarks
The aim of this chapter was to provide a comprehensive review of the existing

indices of competitive balance introduced in the literature in the context of European
football using an innovative all-embracing approach. It must be emphasised that the
above review refers only to the seasonal and between-seasons dimensions, since
those are considered the most important from the fans’ perspective. The preceding
review deals with the first issue of this thesis, which relates to the appropriateness of
the indices for the study of competitive balance in European football and, in doing
so, we offered a detailed discussion of their development, their derived function, and
their main features. An overview of all discussed indices is presented in Table 2.10
(p.52) and Table 2.14 (p.69). Two important issues emerge for the next chapter as far
as the proper application of some indices is concerned due to the basic characteristics
of European football. In particular, due to the promotion-relegation rule, which
greatly affects the identity of a league over seasons thus making it difficult to
accurately calculate competitive balance, a number of between-seasons indices are
excluded. Moreover, for a reliable calculation, a proper transformation of some
indices is suggested to account for the variability in the number of teams across
leagues and/or seasons. There are many existing indices of seasonal competitive
balance and there is a controversy about their relative efficacy (Fort, 2006a). For that
reason, in the context of European football, the behaviour of all appropriate indices

(Chapters 6 & 7) along with their relative efficacy (Chapter 8), it will be tested.
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Chapter 3. Modification of Existing Indices of Competitive Balance

Although the number of indices in the literature is quite extensive, the majority of
those indices, with a few exceptions, cannot be applied in European football data. An
accurate cross-examination across countries and/or seasons requires to modify or
extend some of the existing indices. The major characteristic that is taken into
account in this work, is the diversity in the size of leagues N across seasons and/or
countries. Therefore, all indices have to be relatively robust to different values of N
in order to be able to compare competitive balance. The value of N ranges from 10 to
22 teams for eight European countries for a period of 45-50 years. An overview of

the diversity of N, is illustrated in Table A.1 and Figure A.1 in the Appendix.

The implications generated for the measurement of competitive balance, demand
modification of the indices via normalisation such that both bounds are well defined
and comparable across leagues of different size. In the present study, the
conventional values of zero and one are adopted to stand for the upper and lower
bounds corresponding to perfect balance and complete imbalance respectively.
Following the overview Tables 2.10 and 2.14, there is a number of existing indices
whose range is non-defined and, therefore, inconsistent with the conventional
definition. Consequently, a modification via re-location or rescaling is needed for
both seasonal and between-seasons indices. The introduction of the modified indices
is followed by a concluding section and an overview table which includes the

procedure followed for the modification and the derived function of the indices.

3.1 Modified Indices of Seasonal Competitive Balance
Based on their specific features, three seasonal indices are excluded from the study

of competitive balance in European football:
a) Range: since it is a relatively crude index and it will be sufficiently replaced
by other more sophisticated indices.
b) STD and RSD: although they are extensively cited in the literature, they are
replaced by the NAMSI index, which is specifically designed for European
football; see Section 2.1.1. for further details for NAMSI.
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On the other hand, due to their definition and computation, it is not easy to modify
the following indices: Regression-based Approach, Tail Likelihood, and Team
Lodeings. Thus, in the following we present the modified version of the remaining

seasonal indices of Table 2.10 (p.52).

3.1.1 Normalised Index of Dissimilarity

As was discussed in Section 2.1.1, Mizak et al. (2005) suggest that the normalized
Index of Dissimilarity (nID) must be adapted according to the variability of M.
Essentially, this controls for the upper bound (ID,;). Therefore, we will be concerned
with the calculation of /D,;. Based on the European championship format, teams
confront each other twice. Therefore, the total number of games equals N(N-1). In a
completely unbalanced league the first team collects 2(N-1) wins, the second team
wins all the games except those against the first [2(V-1)-2] and so on down the line
to the last team with no wins. As is shown in Table 3.1, the winning share of the ith

team equals 2(N-i)/N(N-1)".

Table 3.1: Wins & Winning Share in a Completely Unbalanced League

Team Wins Y;

1 2(N-1) 2N

2 2(N-2) 2(N-2)/N(N-1)
3 2(N-3) 2(N-)/N(N-1)
i 2(N-i) 2(N-i)/N(N-1)
N-1 2 2IN(N-1)

N 0 0

Total: N(N-1) 1

Since the interest is for the summation of the absolute deviations from equal parity,

the calculation includes the first N/2 teams multiplied by two as follows:

D, = 2[0.5Nz/2(s,. - ,u)} - NZ(M_LJ S 3

i=1

"2 It must be noted that the winning share in perfectly balanced league equals 1/N.
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where u stands for the expected winning share under a perfectly balanced league, and
s; stands for the winning share of the ith team. The sensitivity of /D,; to the variation

of N can be verified by considering the first derivative of (3.1) with respect to N:

om,, _ 0. 3.2)

ON  4N-1)

From (3.2), it may be concluded that ID,, is a decreasing function of N. The

normalised ID (nID) can be now be defined as:

1
N

i O5le=sl vy (3.3)
b, N N &

4N -1)

nlD =

b

which ranges from zero (perfectly balanced league) to one (completely unbalanced

league).

3.1.2 Adjusted Entropy
Following Section 2.1.2, Relative Entropy (R), given by equation (2.24), cannot be
employed for a comparison amongst seasons or countries with different N, since its
lower bound (H;) is not well defined. Moreover, as illustrated in Table 3.2, H; is
positively related to N. The percentage increase of H; (for selected N) may rise up to
28.7%. The variation of the range of R (presented in Table 3.2) is also illustrated in
Figure 3.1. Since both bounds (lower H; and upper H) differ from zero, a
normalisation of Entropy index (H) is required, which should satisfy two conditions:
a) For a reliable calculation of the index, a point of reference is necessary.
Hence, for comparability issues, H), is chosen as a benchmark from which H
is subtracted. By choosing H); as a benchmark, the boundaries of the indices
match those of the conventional ones. If H; was chosen as point of reference,
the boundaries of the index would stand for the states of complete imbalance

(zero) and perfect balance (unity) respectively.
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b) The measurement of the index, which is re-located to zero has to be

controlled for the variability in both bounds. Intuitively, this can be

accomplished by dividing with the feasible range of the index instead of Hy,.

Table 3.2: Variation of Lower & Upper Bound of H

N H; D% CD% Hy D% CD% | Range D% CD%
10 | 2.957 3.322 0.365
12 | 3.236 0.086 0.086 | 3.585 0.073 0.073 | 0.349 0.046 0.046
14 | 3.470 0.067 0.154 3.807 0.058 0.132 0.338 0.033 0.079
16 | 3.671 0.055 0.208 | 4.000 0.048 0.180 | 0.329 0.024 0.103
18 | 3.847 0.046 0.254 4.170 0.041 0.221 0.323 0.019 0.122
20 | 4.003 0.039 0293 | 4322 0.035 0.256 | 0318 0.015 0.138
22 | 4.145 0.034 0.327 4.459 0.031 0.287 0.315 0.012 0.150
"D%: Percentage Difference
"CD%: Cumulative Percentage Difference
Figure 3.1: Variation of H;, Hy;, and Range of H
5 0.37
+ 0.36
45 1
+ 0.35
R 1 0.34
2 =
© ]
= to3s ®
' 354
+ 0.32
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The ratio of the above two conditions provides the Adjusted Entropy (AH), which is

given by:
H,,-H

AH =—M
HM_HL

(3.4)
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The value of AH ranges from zero to one. Those two extremes correspond to cases of
perfect competitive balance and complete imbalance respectively. The major
advantage of this index is that it can be easily interpreted and contrasted against other

related indices.

3.1.3 Normalised Concentration Ratio

The Concentration Ratio (CR) is considered as one of the most widely used indices
because it is relatively simple and easy to understand. Most importantly, it provides
valuable and distinctive information by measuring the degree of domination of a
league by a small number of teams. CRx and CsICB as well their deficiencies, were
reviewed and discussed in Section 2.1.2. In particular, we examined the effect of the
number of teams which make up the league () and the number of dominant teams
under examination (K). Both the upper and the lower bounds of the index are greatly

affected, and this needs to be taken into account in order to avoid misleading results.

In order to circumvent these deficiencies, we propose a new normalisation of the CR
index based on its boundaries. Goossens and Kesenne (2007) introduce another
normalisation of the index using a different interpretation of the lower bound. As
noted in Section 2.1.2, the lower bound of CR is equal to K/N that represent perfect
competitive balance. However, the lower bound is an increasing function of K and a
decreasing function of N. This is also illustrated in Table 3.3 and in Figure 3.2. The
upper bound (CR,;), representing a completely dominated league, is obtained if we
consider that the total number of points allocated to all teams equals 2N(N-1) while
the maximum number of points the top K teams could possibly collect is 2K(2N-K-
1). Therefore, CR,; is given by:

_KQN-K-1) 3.5)

CR,
N(N 1)

As expected, CR,, depends on both N and K. More specifically, variation in the
upper bound can be ascertained by differentiating (3.5) with respect to N and K as

follows:
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Equations (3.6) and (3.7) show us that the CR; is a decreasing function of N and an
increasing function of K. This effect is depicted in Table 3.3 and in Figure 3.2 for
selected N and K. In Table 3.3 we also present the range of the CR index, which
significantly varies for different realistic values of N and K. This sensitivity of the
range on different values of N and K, underlines the necessity for a normalised
version of CR enabling comparisons between different leagues. Such a normalisation
should satisfy two conditions:

a)  For a reliable calculation of the index, a point of reference is required. For that
reason, the lower bound is chosen as a benchmark for the measurement.
Consequently, the subtraction of the lower bound from the observed value
provides a re-located to zero measurement. The upper bound could also be
chosen. In that case, the observed value is subtracted from the upper bound and
the measurement is modified accordingly.

b)  The value of the index has to be rescaled to account for the variability of both
bounds. This can be achieved by dividing the re-located to zero measurement

by the range of the feasible values of the index.

Consequently, following (2.25), the ratio of the above two conditions formulates the

Normalised Concentration Ratio (NCRg), defined as:
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Table 3.3: Lower Bound — Upper Bound — Range of the CR Index

N=18 N=20 N=22
K: Lower Upper Lower Upper Lower Upper
1 0.056 0.111 0.050 0.100 0.045 0.091
2 0.111 0.216 0.100 0.195 0.091 0.177
3 0.167 0.314 0.150 0.284 0.136 0.260
4 0.222 0.405 0.200 0.368 0.182 0.338
5 0.278 0.490 0.250 0.447 0.227 0.411
K Range Range Range
1 0.056 0.050 0.045
2 0.105 0.095 0.087
3 0.147 0.134 0.123
4 0.183 0.168 0.156
5 0.212 0.197 0.184
*N: number of teams that make up the league
**K: number of top teams under investigation
Figure 3.2: Upper & Lower Bounds of the CR Index
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Now, NCRg ranges from zero to one. It approaches zero in the case of a perfectly
balanced league and one in the case of a league completely dominated by the top K
teams. The major advantage of the NCRk index is that it provides a zero—one rescaled
measurement of competitive balance. This is an important advantage since it enables
us to make reliable comparisons across leagues of different size or across
measurements with different number of top teams examined. This is of crucial
importance if we are interested in studying competitive balance across different
leagues or different seasons, where the size of the league is not constant.
Additionally, a different number of the top K teams under examination may be
required in order to study competitive balance according to the league’s specific
interest, such as the number of teams qualifying in European competitions or experts’
opinion or policy makers’ aspiration. For instance, in England it may be appropriate
to examine the degree of domination of the top four teams, since four teams
participate in the Champions League, whereas the equivalent number in Germany is

three and in Greece is two.

For the application of NCRg to the modern point system (3-1-0), a variety of different
combinations of championships can be derived with different numbers of total points
(depending on the wins/draws ratio) when assuming perfect balance. This creates a
further complication in the definition of this index since the lower bound depends on
the number of draws in the league. A possible solution for handling this ambiguity is
to convert the winning points to two and then re-calculate the minimum number of
points obtained by the top K teams [originally equal to 2K(/N-1)] by multiplying with
the factor of (2w,+1)/2; where w, stands for the ratio of the observed total number of

wins over the total number of games in the league under investigation.
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One limitation of the NCRk (already discussed in Section 2.1.2) is that while it
focuses on the behaviour of the top K ignores the remaining of the teams. Moreover,
although it captures the degree of domination of the top K teams with respect to the
rest of the teams, it does not convey any information regarding the level of
competition among the top K teams. This has been verified by the fact that NCRg

depends on only one point in the concentration curve, illustrated in Figure 2.3.

3.1.4 Surprise Index
Given that, for comparability issues, we adopt indices with values in the zero-one
intervals, the Surprise Index (S) is re-located by subtracting the observed values from

unity. Therefore, following equation (2.30), the S is given by:

Ps
max Ps’

S=1- (3.9)

where Ps stands for the number of surprise points and maxPs for the maximum
attainable surprise points. According to (3.9), the boundaries of S correspond to the
conventionally defined range. Therefore, the value of zero is obtained in the case of a
perfectly balanced league, whereas the value of unity in that of a completely

unbalanced league.

3.1.5 Normalised Quality Index

The Quality Index (CBguq) 1s an innovative measure, which essentially measures the
dispersion of team qualities. As long as its calculation is based on SD, its lower
bound is well defined to zero corresponding to a perfectly balanced league. On the

other hand, the upper bound (CB;’:M ), observed in the case of a completely

unbalanced league; is not well defined in the literature yet. Table 3.4 presents the

calculation of CBY%

10T selected N, which is usually found in European leagues. It

ub

. decreases as N increases. Therefore, an

can be easily drawn from this table that C.

alteration is required for a suitable comparison among leagues and/or seasons with

. in that case, we get

qual

various N. This can be accomplished by controlling with C.

the proposed normalised Quality Index (nCB_ ) as:

qual
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Table 3.4: Variation of CB,

]\] (j ;ﬁ;l
10 0.254
12 0.223
14 0.199
16 0.179
18 0.163
20 0.149
CB
nCB,, = C =3 (3.10)

qual

The index ranges from zero (perfectly balanced league) to one (completely

1s calculated for a

unbalanced league) regardless of the variation in N. The CB,

different N under the assumption of complete imbalance; that is, the strongest team
wins all games, the second stronger team wins all games against the weaker teams,

and so down to the last team with no wins.

3.2 Modified Indices of Between-seasons Competitive Balance

According to Table 2.14 (p.69), the number of between-seasons indices applicable to
European football is quite limited, as was explained in Section 2.2.1, due to the
implications generated by the promotion-relegation rule. However, an appropriate

modification to the zero-one interval is also required.

3.2.1 Adjusted G Index
As was shown in Section 2.2.2., G is the only index especially designed to adapt to
the promotion-relegation rule. The lower bound of G is well defined as it equals zero

and it is obtained in the case of perfect balance. Theoretically, G could take negative
values if the observed yf(K T ) number is larger than the expected yL(K , I )

number of teams. However, to our knowledge no such values have been referred to
so far in any empirical study. On the other hand, the upper bound (G,) of the index is
not well defined and is only referred to be close to unity. In fact, the value of G,,

which is the case of a completely unbalanced league, is always lower than one. That
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can be easily derived from (2.46), in which the nominator is smaller than the

denominator. It is important to point out that the minimum value of the observed
number y“(K,T) is always K regardless of T. In effect, this stands for the case of a
completely unbalanced league in which the top K teams dominate the league over a
period of T seasons. Intuitively, K comprises another benchmark which has to be
taken into consideration when calculating G. Therefore, for comparability issues, we

propose the Adjusted G Index (aG) given by:

2G = Z;:JL(K»T)—Z;:M?(K»T)_ (3.11)
S VKT -K

The value of aG ranges from zero (perfect balance) to one (complete imbalance).
However, the main attribute of aG is that it provides better estimation in cases close
to complete imbalance which is our main concern. For illustration purposes, consider
closed leagues in which four teams enter the top three places over a period of ten
years'”. The calculation of both G and aG is presented in Table 3.5 for some realistic
values of N. It can be easily derived that the calculation differs substantially between
the two indices. Moreover, G over-estimates the level of competitive balance in
comparison with aG. In particular, the value of aG is close to complete imbalance
(from 0.851 to 0.928), whereas G offers lower and a wider range of values (from
0.588 to 0.764). It must be noted, the difference between the two indices is higher for

small values of V.

Table 3.5: Calculation of G and aG for T:10, K=3

N G aG

10 0.588 0.851
12 0.647 0.880
14 0.686 0.897
16 0.714 0.909
18 0.735 0.917
20 0.751 0.923
22 0.764 0.928

" A closed league is selected only for the sake of simplicity. However, the same conclusions can also
be drawn for open leagues.
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3.2.2 Index of Dynamics

Following equation (2.48), the new formula of DN, index is given by:

N
DN: =1- %Z‘rz‘,z - 72’,#1‘- (.12)
i=1

Based on equation (3.12), the range of DN, is conventionally defined from zero

(maximum ranking mobility) to one (no ranking mobility).The former is obtained in
the case of a dynamically perfectly balanced league, whereas the latter in that of a

dynamically completely unbalanced league.

3.2.3 Kendall’s tau Coefficient and Spearman’s rho

As is depicted in Table 2.16, the theoretical range of the Kendall’s tau Coefficient (7)
and Spearman’s rho (rs) statistical indices is from -1 to 1. For an effective
comparison among indices, following equations (2.49) and (2.51), a similar re-

location is attempted for both indices as follows:

1+l1= 4
N(N -1) (3.13)
T= ,
2
65 07
1+ 1‘@ (3.14)
v, = .
S 2

It must be pointed out that the brackets in (3.13) and (3.14) include the original
formulas for the indices 7 and 7, respectively. The new range of the indices is from
zero to one, which stands for the cases of a dynamically perfectly balanced and a
dynamically completely unbalanced league respectively. The former is defined by
the maximum number of transpositions or the ranking difference while the latter by
the absence of transpositions or ranking difference from season to season. Using this
transformation, the behaviour of both indices can be effectively contrasted with the

remaining indices of competitive balance.
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3.3 Conclusion

Following the discussion in the previous chapter, the present chapter provided
answers to the second issue of this thesis by modifying some of the existing indices
for a cross examination of competitive balance in European football. In this context,
the variability of participating teams N in European football leagues is identified
creating the need for indices with a fixed range which is insensitive to N. The
modification is accomplished by means of normalisation or re-location for a similar
definition of competitive balance boundaries. In particular, the formula of the
normalised Index of Dissimilarity (nID) was introduced to account for the sensitivity
of the upper bound to N (number of teams in the league) of the existing Index of
Dissimilarity (ID). Given that the lower bound (H}) is not zero, as it is the case in the
standard industry, the Relative Entropy (R) is modified by introducing the Adjusted
Entropy (AH). The Normalised Concentration Ratio (NCRg) is a modified
Concentration Ratio (CR), which solves the deficiencies of existing applications in
sports. Similarly, the Normalised Quality Index (nCBy.4) adjusts for the sensitivity of
the upper bound to N of the existing CB,, while the Adjusted G is a modification of

the existing G index, which accounts for the feasible range. Lastly, a modification of
the Surprise Index (S), the Index of Dynamics (DN, ,* ), Kendall’s tau (), and

Coefficient Spearman’s rho (rs) was accomplished by means of a proper re-location

to correspond to the conventionally adopted range from zero to unity.

In the next chapter, the championship format in European football will be thoroughly
examined. The structure of European football leagues is argued to be more complex
than other leagues. In particular, the top teams qualify to participate in European
tournaments whereas the bottom teams are relegated to a lower league. Therefore,
given that domestic leagues organise multi-prize championship tournaments, a more
systematic analysis is suggested as well as the development of specially designed

indices for the proper quantification of multilevel competitive balance.

Overview Table with Modified Indices of Competitive Balance
The modified indices introduced in this chapter along with their derived function and

the action followed, they are presented in the overview Table 3.6.

84



Table 3.6: Modified Indices of Competitive Balance

Dimension Index Function Action
. _ N 1 _
normalised Index of I ) W ID index (Mizak et al., 2005) is divided by N/4(N-1),
Dissimilarity N
. HM -H . . . .. .
Adjusted Entropy AH = o —H H index (Horowitz, 1997) is relocated and divided by its range (H,~H).
M L
K
] 1 P -2K(N -1
Seasonal Normalised ancentratzon _ ;‘ ' ( ) CR is relocated to zero and rescaled to its range.
Ratio NCRy = —————
2K(N-K)
P. . . . .
Surprise Index S=1- SP S index (J. Groot & Groot, 2003) is re-located by subtraction from unity.
max s
CB,,, . o . 5
normalised Quality Index nCB,, = CBiqb CBu index (L. Groot, 2008) is divided by its upper bound CB,,,

qual

Between-
seasons

aG = Z;ayL(K’T)_Z?:]y(f(K’T)

G index (Buzzacchi et al., 2003) is modified to account for the feasible

Adjusted G
J ZL] yH(K.T)-K range.
Index of Dynamics DN; =1 —%i r —r,,,,,\ DN’ index (Haan et al., 2002) is re-located by subtraction from unity.
i=1
4s | . . . . ..
Kendall’s tau Coefficient . 1+ {1 _m_, : Vz/r(l)dex (L. Groot, 2008) is re-located by adding unity and then divided by
— .
63" p? . . . . .
, 1+ 1- 4 ry index (Howell, 1987) is re-located by adding unity and then divided by
Spearman’s rho N% -1 o

The origin, the derived function, the unit of measurement, and a short description of the existing seasonal and between-seasons indices are presented in Table 2.10
(p.52) and Table 2.14 (p.69) respectively.
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Chapter 4. Quantification of Competitive Balance in European
Football; Development of Specially Designed Seasonal
Indices

In this chapter we develop new seasonal indices which account for the defects or
problems of the existing ones. The objective is to provide a more systematic analysis
for the measurement of competitive balance specifically for European football
leagues. Although there are various championship formats in Europe, an important
common characteristic refers to the complex multi-prize structure of European
football leagues as opposed to the more common single-prize North American
leagues (Kringstad & Gerrard, 2007). In addition to the competition for the
championship, domestic leagues act as qualifiers, and the best teams compete for a
position in the lucrative European tournaments of Champions League and Europa
League. Moreover, the worst teams struggle to avoid relegation, which is very
important from the fans’ perspective. A thorough analysis of competitive balance in
this context must take into consideration this complex structure. New challenges are
created by the complex championship structure, which requires a new conceptual
approach for the development of specially designed indices to measure the degree of

competition for winning any of the important prizes awarded in the league.

The discussion for the complex structure of European football leagues is followed by
the introduction and a detailed description of the new specially designed indices of
seasonal competitive balance. Lastly, the concluding section highlights key points
raised in the chapter, and presents an overview table which includes the procedure

followed and a brief description of the new seasonal indices.

4.1 Structure of European Football Leagues

European football leagues present a complex tournament structure offering to
competing teams multiple prizes as opposed to North American offering a single
prize. Essentially, European championships can be regarded as three-levelled
tournament structures. Similarly, the term stage is employed by Kringstad and

Gerrard (2007), who consider European championships as two-stage tournaments
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with reference to the domestic round-robin championship, which acts as qualifier for

a European tournament. More specifically, in any domestic league, teams compete in

a three-level tournament for the following ordered sets of prizes or punishments:

a)

b)

The first level refers to the competition for the championship title which is
considered the most prestigious prize in any league. In principle, teams
compete for the domestic championship title by taking up the first ranking
place and any team aspires to that title irrespective of other aspirations it may
have. Therefore, it is reasonable to assume that for any team the first place in
the final ranking is the most desirable position.

The second level refers to the qualifying places for European tournaments of
the following season. Currently, there are two such tournaments: the lucrative
Champions League and the recently restructured Europa League. Those
tournaments, especially the Champions League, offer reputation and, most
importantly, high monetary prizes and bonuses for both participation and
successful results. Therefore, over and above the championship title, teams
also compete for any of the remaining pre-determined top places.

Finally, the third level draws attention to the relegation places. Given that
European leagues are open, teams that, due to their poor performance, occupy
the lowest league positions, are relegated to lower leagues (divisions). Such a
demotion has serious repercussions for both the financial status and the
prestige of the relegated team. Consequently, teams strive to avoid relegation

and view succeeding in this objective as success in its own right.

The use of this three-level tournament structure by European leagues has been partly

motivated by the desire to maximise the fans’ demand for attending or watching as

many games of increased importance as possible. However, there is evidence that

domestic leagues are dominated by a small number of teams at an escalating rate

(Goossens, 2006; Michie & Oughton, 2004). More importantly, there is a rising gap

between the top teams and the rest (Michie & Oughton, 2005a, 2005b). In a complex

tournament structure, domination in the first level may be less worrying if there is

satisfactory competitiveness for the other two levels. For instance, championship

domination by a particular team (first level) may be compensated for by an adequate
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degree of competition for both qualification for European tournaments and avoidance
of relegation to a lower division. Intuitively, in a complex tournament structure, the
overall degree of competitive balance is determined by the corresponding degrees in
the three aforementioned levels. Evidently, such an approach has to account for the
relative importance of levels or ranking places. It is realistic to assume that the
competition for the championship title is more important than that for relegation.

Additionally, a higher ranking place is advantageous when participating in European

tournaments; thus, the top qualifying places in the second level have to be rated

accordingly. From our perspective, the weighting scheme for ranking places when
measuring the overall competitive balance in European football should meet the
following criteria:

a) The first place (first level) receives the highest weight.

b) The qualifying places for European tournaments (second level) receive lower
weights than the corresponding ones of the first place. These weights must be
decreasing as ranking positions increase.

c¢) The relegation places (third level), receive even lower weights than the
corresponding ones for the qualifying places and a higher than the corresponding

weights for the remaining ranking positions in the middle of the league.

According to the review in the Chapter 2, there are several indices of competitive
balance which have been applied to professional team sports. Essentially, most of the
existing indices quantify the dispersion between the strength of competing teams
using different units of measurement as a proxy; however, none of them account for
the special characteristics for the complex structure of European football leagues. For
instance, RSD and NAMSI equally treat teams in the top and the bottom of the ladder
while HHI* rate teams according to their winning share. Therefore, the design of
special indices using a suitable weighting pattern is required when measuring
competitive balance in European football. In our view, Kringstad and Gerrard (2007,
p. 170) implied this in writing about “the need to move beyond competitive balance”.
Thus, a new conceptual approach has to be adopted for the development of
alternative indices which will take into consideration the competition at each level

and rate them accordingly.
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4.2 New Indices of Seasonal Competitive Balance

Following the discussion in Section 4.1., the objective of this thesis is to provide a
systematic approach to the quantification of competitive balance, as it is specifically
applied to European football. Conceptually, the design of special indices is inspired
by the necessity to quantify the competitiveness at each distinct inter-divisional level
separately and weight each ranking position according to their importance. For the
development of such indices, the NCRk index is employed. The selection of NCRg
(over other competing indices) is based on the following three criteria:

a) It has a straightforward interpretation.

b) It is relatively insensitive to N and/or K and its range is well defined in zero-

one interval.
c) Due to its mathematical function, it can be adjusted to capture the

competitiveness in any level described in Section 4.1.

The NCRk measures the strength of the top K teams relative to the remaining ones in
a league. Therefore, it quantifies the degree of competition for the top K places, or

else the degree of domination of the top K teams in a league.

4.2.1 Normalised Concentration Ratio for the Champion

Obviously, NCRx for K=1 effectively captures the competitiveness for the first level
(championship title in a league). Hence, it can be interpreted as the domination
degree of the champion. Following the calculation of the NCR in equation (3.8), the
Normalised Concentration Ratio for the Champion (NCR)) is given by:

1

2(N -1)

NCR, = P-1 @.1)

where P; stands for the number of points of the champion. The range of the index is
from zero to one. The former stands for absence of domination in which the
champion collects 50% of the maximum attainable points. In such a case, the league

is in a perfectly balanced state since all teams share points equally. As far as the

latter is concerned, it stands for a complete domination, in which the champion
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collects the maximum attainable number of points. The higher the index, the more
dominant the champion becomes. The main limitation of NCR; (and respectively of
NCRy) is that it focuses only on the behaviour of the champion ignoring the
remaining teams. This can be confirmed by the relevant concentration curve in which

the NCR, depends on only one point in Figure 4.1.

Figure 4.1: Concentration Curve of NCR,
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4.2.2 Adjusted Concentration Ratio

With respect to the second level, the design of a special index is a somewhat
complicating issue. This derives from the fact that the performance of the K-1 teams
in the second level (from the second to Kth ranking position) clearly depends on the
champion’s performance. More specifically, the required state of a completely
unbalanced league cannot be clearly defined for teams in the second level. To
overcome this issue, we will attempt a joint calculation of the first and second level
via a single index. Therefore, we introduce the Adjusted Concentration Ratio
(ACRg), which captures both levels. The development of the ACRk is grounded on

two assumptions:
a) The first level is more important than the second level from the fans’

perspective. Therefore, the two levels must be rated according to their relative

significance.
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b) In the second level, the higher the ranking place, the more interesting and
motivating it becomes from the fans’ point of view; thus, ranking places must

be rated accordingly.

To clarify, consider a league of ten teams in which only the first two participate in
European tournaments; the champion (first place) and the runner up (second place).
The competition for the championship corresponds to the first level, whereas that for
the second place corresponds to second level. Although NCR; index effectively
captures the competition for the first level, NCR, alone cannot capture each of the
levels, since it rates them equally, thus rendering the development of an index which
accounts for the relative significance of each level very useful. Evidently, the
champion is more important than the second team, despite the fact that both
participate in European tournaments, and that should be taken into consideration
when measuring competitive balance. By intuition, the relative significance of the
two levels (or positions) is effectively captured by employing the average of the
NCR, and NCR, indices. In doing that, the resultant average index captures the
relative significance and the degree of domination of each level. Essentially, the
resultant average index also captures the degree of competition between the two

levels, as is illustrated in the hypothetical scenarios presented in Table 4.1.

From the third place down, Leagues 4 and B display identical results though there is
a considerable point difference between the champion and the second team. The
NCR, and NCR; indices effectively demonstrate the degree of domination by the
champion and by the top two teams respectively. However, NCR, does not account
for the relative importance of those teams. Alternatively NCR, fails to capture neither
the degree of competition between the top two teams nor the degree of domination of
each particular team'*. Arguably, League B is more balanced than League A,
although that cannot be concluded from the NCR,. Consequently, the average of the
two indices provides an enhanced estimation of competitive balance, since it adjusts

for the relative significance of the two levels. The higher rating of the first level is

'* The NCR, would be appropriate only if the top two places were equally important.
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attributed to the fact that it appears in the calculation of both the NCR; and NCR,

indices.

Table 4.1: Average of the VNCR; & NCR,

. League A: League B:
Team Ranking Points Points

1 36 30
2 24 30
3 20 20
4 18 18
5 16 16
6 16 16
7 14 14
8 14 14
9 12 12
10 10 10
NCR, 1 0.667
NCR, 0.75 0.75
Average (NCR;, NCR) 0.875 0.708

Obviously, this process may be generalised for any number in the top K positions
provided that their value is unequally rated. The top K qualification positions for
European tournaments are not equally rated. A special bonus is given to any
qualifying team based on the ranking position. For instance, in Greece, the first team
directly qualifies for the Champions League pools; the second runner team is forced
to participate in extra qualifying Champions League rounds while the third team

qualifies for the Europa League.
Thus, the ACRk 1s derived by adjusting for the relative significance of the top K
positions and effectively captures both the first and the second level. Following the

calculation of the NCRy in equation (3.8), ACRy is given by:

K

SNCR -,
ACRK = IZIT = E[thiR - CK:|’ for K<N, 4.2)
i1

where Ck is a constant term given by:
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-1
CK:Z]A\; -, for K<N, 4.3)

and wt; stands for the weight attached to the ith team given by:

2. m, for i<K<N. @.4)
The value of ACRg ranges from zero to one. The lower bound stands for absence of
domination in which each of the top K teams collects 50% of the maximum
attainable points. In such a case, the league is in a perfectly balanced state, since all
teams equally share points. As far as the upper bound is concerned, it stands both for
complete domination by the K teams and complete imbalance among the K teams. In
particular, the upper bound is obtained when:
a) The top K teams collectively gather the maximum attainable number of
points; that is, they always win against the remaining teams.
b) Within the group of K teams, any team always wins against any weaker team
and loses from any stronger one.
Since components indices are relatively robust to the variation in N and K as
described previously, then ACRx will also have a similar behaviour. The
interpretation of the ACRy is not simple, given that the index possesses two different
qualities:
a) The degree of concentration or domination by the top K teams.

b) The degree of competition among the top K teams.

Given that NCRg captures only the first quality, its subtraction from 4CRg, following

equations (3.8) and (4.2), effectively compares those two qualities:
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K-1
> NCR, - (K —1)NCR,

ACR, - NCR, == = _ 5)

If the expression in the numerator in equation (4.5) is zero, the level of domination
by the top K teams equals the level of competition among the top K teams. If this
expression is positive, the level of domination by the top K teams contributes more to
a balanced league than the level of competition among the same teams. Moreover, if
this expression is negative, then the level of competition among the top K teams

contributes more to a balanced league than the level of domination by same teams.

The two qualities of the ACRk can be depicted in the concentration curve for a league
with 20 teams for K=6. What is demonstrated in Figure 4.2 is that the ACR¢ depends
on six points in the concentration curve. From that, it can be easily drawn that the
ACRg provides more information than the respective NCRk. A limitation of the index
is that it does not offer any information for the competition introduced by teams after
the Kth position. However, such a limitation is to be expected based on the design of

the index.
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The ACRk is distinguished from the other indices as a result of two unique features
worthy of closer examination:

a) K simpler indices are employed for the calculation of the index.
Consequently, ACRx can be decomposed into its various components and,
therefore, the ingredient sources of the overall competitive balance may be
determined. Hence, depending on the particular interest generated by a
league, important observations may be drawn from the degree of competition
in any component index.

b) ACR rates the top K teams at a decreasing function of their ranking position.
Therefore, the employed averaging approach naturally offers a weighting

pattern according to the criteria set in the previous section.

In particular, the weight w#;, from equation (4.4), attached to the ith team is derived
from the partial sum of the harmonic series with first term 1/[2(N-1)] and last term

1/[2K(N-K)]. Then, wt; forms a sequence of the partial sums defined as follows:

"o A -2) Tev=3) T 2k (V-K)
W = 4(N1— 2" 6(N1 -3) 2K(A1’ ~K)
Wt3 = 6(1\3—3)++m (4.6)
wt, = :
“ T 2K(N-K)

It is important to note that the first weight w#; includes all the terms, the second all
except the first one and so on concluding with the last weight wex which is equal to
the last term of the sequence (4.6). Each weight wt; is an increasing and a decreasing
function of K and N respectively. More importantly, from sequence (4.6) it can be
derived that wt; is a decreasing function of the ranking position, which is denoted
here by index i'°. This is reasonable, since the higher the ranking position (i.e. the

lower i), the greater the interest from the fans’ perspective. Furthermore, for a given

'3 For realistic values of K<N/2, wt; decreases at a decreasing rate.
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K, the rate of the decrease in w¢; is an increasing function of N which is also
reasonable, since the champion should be rated higher in a 20-team rather than in a

10-team league.

To illustrate wt;, let us consider a 20-team league in which the top eight qualify for
European tournaments. Based on this specific league format, the appropriate
concentration index for the measurement of competitive balance is ACRg for K=8,

which rates the top eight positions, as is presented in Table 4.2.

Table 4.2: Relative Significance in ACRg for K=8

Relative Significance
Ranking
Position Level
1 0307 | 0307 A:0.307
per position
2 0.208
3 0.155
4 0.118
5 0.088 | 0.692 B-0.098
6 0.063 per position
7 0.041
8 0.020
9-20 0
Sum: 1 1

As can be verified from Table 4.2, ACRk attaches more weight to the first ranking
place which is the champion. In addition, the relative significance per team is much
higher for the first level in comparison to the second one. The relative significance of
the top K positions is graphically illustrated in Figure 4.3, in which there is no weight
attached to teams after the 8th position since they are not included in the calculation
of the index. Additionally, the relationship between the weights wt; and ranking
position i is clearly illustrated. The weight’s increase from the eighth to the first
position is advantageous since the fans’ interest progressively increases and is
culminated in the championship winner. We should point out that the definition of
ACRg using the weighting expression in equation (4.2) enables us to appropriately

modify the index using alternative weighting patterns in order to capture special
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league characteristics such as indifference between ranking positions which lead to
the same prize. For instance, 4CRx may equally rate the second and the third ranking
places by simply replacing in equation (4.2) the second term of the summation

(NCR>) with this of NCRs.

Figure 4.3: Relative Significance in ACRx for K=8 in a 20-team League
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4.2.3 Normalised Concentration Ratio for Relegated Teams

Considering that the promotion-relegation rule is a significant aspect of the European
football structure, this aspect of competition cannot be ignored. Therefore, the
Normalised Concentration Ratio for Relegated Teams (NCR') is introduced to
capture the relative weakness of the / relegated teams as compared to the remaining
ones. In essence, this index demonstrates how much weaker the / bottom teams are

than the remaining teams in the league.

In order to scale NCR' in the zero-one interval, initially the number of points the /
teams can gather in both a perfectly balanced and, in terms of relegation, a
completely unbalanced league are calculated. The former is obtained when the last /
teams collect the maximum number of points (/,,) while the latter are obtained when

the last / teams gather the minimum number of points (Z,3).
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In the state of a perfectly balanced league, each of the bottom / teams gathers the
average number of points allocated in the championship which is 2(N-1). As a result,

L,y 1s given by:

1,=2I(N-1) 4.7)

pb

In the state of a completely unbalanced for relegation league, the last / teams can
only gather points from the games played between them, that is, any / team always
loses from any team above the (N-/)th position. Therefore, considering that the total

number of games among the last / teams equals /(/-1), the 7, is given by:

I, =2I(I-1) 4.8)

From equation (4.7), it is noted that /,, is an increasing function of both N and /.
Similarly, from equation (4.8) it can be drawn that /,; is also an increasing function
of I. Following the procedure in equations (2.25) and (3.8) and according to
equations (4.7) and (4.8), the formula of NCR'is given by:

Ipg — iPI. 2I(N—1)—4 ip. 2](N—1)—. %P

NCRI B == l:N_]+ll = i=N-1+1 = (4.9)
Loy =1Ly 21(N-1)-21(1-1) 20(N=1)
N -1 1 N
NCR' = _ Pl
N-1I 2](N_])(i=]\§+tlj for I<N.

Based on realistic numbers, usually /=2,3, or 4, and therefore it is safe to assume that
the number of / relegated teams is even lower than N/2. In concordance with the
other indices, the value of NCR' index ranges from zero to one. The index reaches its
lower bound (zero) if the / teams are strong enough to collect the maximum
attainable number of points. In that case, the league is in a perfectly balanced state,
since all teams share points equally and, thus, the / teams are not weak. As NCR'
increases, the / teams become relatively weaker. As NCR' approaches its upper value,

the / teams become even weaker in relation to the rest. In that case, the / teams
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obviously reach their maximum weakness, and they gather points only from other
relegated teams; alternatively, there is no competition for relegation. The index is
interpreted as the degree of competition for relegation or the degree of weakness of

the 7 relegated teams.

The major advantage of the NCR' is that it provides a reliable measurement of the
degree of weakness of the bottom / teams which is insensitive to N and /. This
property is important since variation of / across different National leagues or seasons
exist. This is due to the fact that the promotion-relegation rule is frequently changing
across leagues and/or seasons to cover local or time specific needs of the teams
particularly in a league. For example, in 2008, for Germany and England we should
examine the degree of weakness of the bottom three teams (since those were
relegated to the lower division), whereas in Belgium and in Norway the
corresponding relegation positions were four and two respectively. The number of
relegated teams for eight European leagues across 50 seasons is presented in Table

A.5 and Figure A.3 in the Appendix.

Similarly to NCR, for the application of NCR' to the modern 3-1-0 point system, one
solution is to convert the winning points from three to two and multiply by the factor
[(2w,+1)/2] the maximum number of points that are obtained by the / teams in a

perfectly balanced league [1,,=21(N-1)].

The limitations of NCR' are similar to those of NCRx. More specifically, as was
noted for NCRk in Section 2.1.2 and Section 3.1.3, NCR! captures the behaviour of
the last / ignoring the remaining teams. Thus, no information is provided either for
the behaviour of the remaining (N-/) teams or for the level of competition among the
I teams. The former may be explained by the design of the index, whereas the latter
is not considered particularly important from the fans’ perspective. Those limitations
can be verified by the fact that NCR' depends on only one point in the concentration

curve in Figure 4.4, as is the case for CR and NCRg (see Figure 2.3).
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Figure 4.4: Concentration Curve of NCR' for I=5 in a 20-team League
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4.2.4 Special Concentration Ratio

After presenting the concentration indices designed for the first, the first and second,
and the third levels, the Special Concentration Ratio (SCR}) is introduced, which
captures all three levels embodied in the European multi-prized leagues. SCR; rates
all levels and ranking positions in a weighting pattern with similar order according to
the significance awarded from the fans’ perspective. Additionally, SCR, is a

custom-built index, which can be easily adapted according to the specific interest

generated by a domestic league or easily decomposed to its component indices.

For the development of SCR;. , the ACRx and NCR' indices are employed capturing
the first two and the third levels respectively. Intuitively, the SCR; captures the
behaviour of the top K and bottom / teams. The calculation of SCR;, is fairly simple,
since its component indices have similar features and capture different aspects of
competitive balance. Essentially, the design of SCR, is based on the procedure

followed for ACRg. This can be simply accomplished, if NCR' is considered to be a
component index of ACRk. Therefore, following equations (4.2) and (4.9), the

introduced SCR; is given by:
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K
> NCR, + NCR'
SCR; ==

K N
= wtP— Ywt,P-C, +C, |, 4.10
K+1 K+l{; o ,-:NZ_M reK 1} @10

for I<N, K<N, I+K<N.

It is safe to assume that the number of / relegated is lower than the top K teams. The
weight wt; attached to the K teams and the constant term Ck are the same as these in

equation (4.2) while wt; stands for the weight attached to the bottom / teams given

wt =—1 for I<N, 4.11)

and C is a constant term derived from NCR' and calculated as:

b

C[ = N__l for I<N. 4.12)
N-1

Similarly to the previous indices, SCR,I< index ranges from zero to one. The lower

bound of the index is obtained in case each top K and bottom / teams gather 50% of
the maximum attainable number of points. Consequently, all teams share points
equally, which is the case of a perfectly balanced league. In essence, the lower bound
is obtained when component indices measuring all levels of competitiveness will be
constrained to their minimum values and stands for a perfectly balanced league,
which is defined by the following three features:

a) Absence of domination by the top K teams.

b) Perfect balance among the top K teams.

c) Absence of weakness of the / relegated teams.
On the other hand, the upper bound is reached when all the following conditions are

simultaneously true:
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a) Each of the top K teams gets the maximum attainable number of points,
provided that any team always wins against any weaker and loses from any
stronger.

b) The bottom / teams collectively gather the minimum number of points; that
is, they only gather points from the other relegated teams.

Consequently, the upper bound is obtained when component indices measuring all
levels of competitiveness will reach their maximum values and stands for a
completely unbalanced league, which is defined by the following three features:

a) Complete domination by the top K teams.

b) Complete imbalance among the top K teams.

¢) Maximum weakness of the / relegated teams, or else a completely unbalanced

for relegation league.

As it is expected, the interpretation of SCRy is not simple, given that it possess three
different qualities:

a) The degree of concentration or domination by top K teams.

b) The degree of competition among the top K teams.

¢) The degree of competition for relegation or the degree of weakness of the /

relegated teams.

The SCRL has the properties of being relatively insensitive to N, K, and /. This is

derived from the robustness of its components ACRx and NCR' discussed in Section
4.2.2 and Section 4.2.3. The existence of robustness is crucial given the variability in
N, K, and [ across European football leagues, as is presented in Table 4.3. The
variation in N enables an analysis of competitive balance across leagues and/or
seasons. Additionally, the variation in K and/or [ allows for various adjustments

according to the league’s specific structure.

The properties of SCR}, for K=6 and /=4 in a league with 20 teams are illustrated in
the concentration curve in Figure 4.5 where it is underlined that the index depends on

7 points on the concentration curve. It can be easily derived that SCR}, provides more
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information than the previously mentioned concentration indices. More specifically,

it provides information for teams at both the top and the bottom of the ladder.

Table 4.3: Values of NV, K, and I in European football leagues from 1999 to 2008

ENG GER FRA ITA BEL GRE SWE NOR
14 1 9 10
N 16 8 1
18 10 3 5 10 1
20 10 7 5
3-4 7 2 8 4
K: 5-6 1 1 3 3 8 2 6
7-9 9 7 10
1-2 1 9 1 1
I3 10 10 9 5 8 8 9
4 5 1 2 1

In Bold, the values of N, K, and / for the last season in the dataset (2008-09).
The number of 7 relegated teams includes teams participating in play-out games.
Only in Sweden for the season 2007-08, there is one relegated team.

Complete data for the values of N, K, and 7 is presented in Appendix A.

Figure 4.5: Concentration Curve of SCR, for k=6 and I=4 in a 20-team League
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A minor limitation of SCR; is that it does not provide any information for teams
after Kth and before the relegation position. This may be important when the sum of
K and 7 is small with comparison to N. In that case, a proper solution is to extend the
number of top K teams which seems justifiable since positions close to the Kth could

also be considered as important since they have legitimate chances to qualify in
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European tournaments. A similar extension can also be applied for the number of
bottom / teams. However, this limitation is to be expected based on the design of the
index and is justified by the assumption that teams at the top and the bottom of the

ladder are more important from the fans’ perspective.

Similarly to the ACRy, the SCR;, also embodies two important features:

a) SCRIQ is a composite index comprised by K+1 simpler indices. However,

when studying competitive balance it can be decomposed into its various
components without losing any important information. Consequently, the
ingredient sources of the overall competitive balance may be determined by

the degree of competition in any component index.

b) The weighting pattern offered by SCR} meets the criteria set in Section 4.1.

More specifically, for realistic values of K and 7, SCR}. rates the top K teams -

at a decay pattern of weights- higher than the bottom / teams. Any of the /
teams is rated higher than the teams in the middle of the ladder (N-K-I) since
those are not included in the index. We should point out that this weighing
pattern is not necessarily an optimal one, but it provides a simple and
plausible benchmark for the study of competitive balance in European

football.

In particular, the wt; attached to the top K teams is identical to that in the ACRg
index, given by sequence (4.6). On the other hand, w¢; in equation (4.11) is the same
for all 7 relegated teams based on the assumption that on the one hand the choice
between any these positions is indifferent and on the other the competition among
relegated teams is not intriguing either for the fans or the teams themselves. As
expected, wt; is a decreasing function of both N and /. Yet, an undesirable property of
wt; is that is higher than wtx concerning the realistic values of /I<K<N/2. However,
this doubtful behaviour can be easily corrected by increasing the value of K and/or /.
Increasing K is justifiable since in that manner we can also measure the
competitiveness of the teams which struggle for the last position leading to European

tournaments; similar justification may be also attached to a possible increase of /.
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Note that wt; may be also higher than wtx_; but only for /<K/3, which is not common

in top European football leagues.

To illustrate the variation in wt; and wt;, consider a 20-team league, in which the top
seven qualify for European tournaments and the last three are relegated to a lower
division. In that case, the appropriate concentration index for the estimation of the
level of competitive balance is SCR; for K=7 and I=3. Based on the calculation of
the index, the relative significance given to various levels and positions is presented
in Table 4.4. As can be verified from this table, the highest relative significance is
given to the first position, which is the champion. For all other top positions, the
weight decreases at a diminishing rate. Additionally, any of the /th teams is rated
higher than the Kth team while there is no weight attached to the N-K-/ teams at the

middle of the ladder, since they are not included in the calculation of the index.

Table 4.4: Relative Significance in SCR; for K=7 and I=3

Relative Significance
Ranking
Position Level
1 0.302 0.302 A4:0.302
per position
2 0.197
3 0.142
4 0.103 B:0.097
5 0.072 0.581 per position
6 0.045
7 0.022
8-17 0
18-20 0.039 X3 0.117 c: 0'0.3.9
per position
Sum: 1 1

The behaviour of the weights (wt; and wt;) is graphically illustrated in Figure 4.6 for
a 20-team league with K=5, 7 & 9 European places and for /=2, 3 & 4 relegation
places. Note that, for K=7, the relative significance for the top K teams remains
almost unchanged regardless of the variation in /. Figure 4.6 also confirms that the
highest relative significance is given to the first place while the weight for the

remaining places decreases, and the weight attached to the relegated teams is
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between the corresponding weights for the Kth and the (K-1)th places with the
exception of K=7 and /=2 where I<K/3.

Figure 4.6: Relative Significance in SCRIQ for K=5,7,9 and I=2, 3, 4 in a 20-
team League
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To conclude the introduction to SCRy, the steps followed in the calculation are

presented algorithmically in Table 4.5. In particular, what is shown are the

algorithmic steps for the calculation of SCR; index interpreted as:

a) The degree of domination of the top eight teams with respect to the remaining
12 teams.

b) The degree of competition among the top eight teams.

c) The degree of competition for the three relegated places or the degree of

weakness of the three relegated teams with respect to the remaining 17 teams.

It can be easily drawn from Table 4.5 that SCR; can be decomposed into its three

level- components as:
a) Level 1: Step 1
b) Levels 1 & 2: Average from step 1-8
c) Level 3: Step 9
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Table 4.5: Algorithmic Steps for the Calculation of SCR;

Steps| Action Equation Description
P -2(20-1) First Level
NCR ="
L] VR M o000 NCR
_B+P-420-1)
2 NCR2 NCRZ - 4(20 _ 2)
P +P,+P,—-6(20-1) .
3 NCR3 NCR, = 6(20 _ 3) Flé;st
4 | NCRy | NCR, = R+B+P+ R -§20-1) Second
8(20-4)
o Level
P+P +P +P +P,—1020-1
S | NCRs | NCRs= 10(20-5) .
P4 P +P+P,+P+P,—1220-1) ZNCR,»
6 | NCRq | NCR= 12(20—6) ACR, = MT
_B+P,+P+P +P+P+P —1420-1)
7 | NCRy | NCR, = 14(20-7)
P +P,+P+P,+P+P +P +PF—16(20-1)
8 | NCRg | NCR = 16(20-8)
3 3 _6(20-1)-Py-Py - P, Third Level
9 | NCR’> | NCR’= 6(2087 3 9 =Py e
s . First, Second, and
10 | SCR} | g EVRINE Third Level
T 8+1 SCR;

P; stand for the number of points collected by the ith team.

4.3 Conclusion

In this chapter it is attempted to answer the third issue of the thesis by creating

specially designed indices which take into account the characteristics of European

football leagues. In this context, the multi-prized structure of such leagues as well as

its importance for both the fans and the teams themselves is identified. This chapter

provides a more systematic analysis for an enhanced quantification of the seasonal

dimension of competitive balance. The development of new seasonal indices is

suggested based on simple averaging strategies which aim at capturing the

competitiveness at any of the three important levels in multi-prized European

football leagues:

a) The first level, which is the championship title.

b) The second level, which is the qualifying places for participation in European

tournaments the following season.
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¢) The third level, which is the relegation places.

The simple averaging approach, is inspired by the necessity to quantify the
competition at each level and to rate the ranking position according to its significance
for the fans. For the design of the following new seasonal indices, the modified
NCRy index is employed:

1. The Normalised Concentration Ratio for the Champion (NCR;), which
captures the first level and is interpreted as the degree of the champion’s
domination.

ii. The Adjusted Concentration Ratio (ACR), which captures the first two
levels and is interpreted as: a) the degree of concentration or domination
by the top K teams, and b) the degree of competition among the top K
teams.

iii. The Normalised Concentration Ratio for Relegated Teams (NCR'),
which captures the third level and is interpreted as the degree of

weakness of the / relegated teams.
iv. The Special Concentration Ratio (SCR;. ), which captures all three

levels.

In the next chapter, following a similar procedure, new indices that refer to the
between-seasons dimension of competitive balance will be created. Moreover, for a
comprehensive analysis of competitive balance in European football, the
development of bi-dimensional indices that capture both dimensions will be

attempted.

Overview Table with New Indices of Seasonal Competitive Balance
The derived function along with a short description of all new indices of seasonal

competitive balance that were introduced in the present chapter, they are presented in

Table 4.6.
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Table 4.6: New Indices of Seasonal Competitive Balance

Index Function Description
Normalised Concentration Ratio for the NCR. = 1 P—1 NCRy for K=1: captures the first level (the degree of the champion’s
Champion ! 2(N-1) ! domination).
i NCR, Average of the first K NCR; indices: captures the first two levels (the

Adjusted Concentration Ratio

i=1

K
ACRy =+ — = IL{ZWZP,. ~Cx

|

degree of concentration or domination by the top K teams and the degree
of competition among the same teams).

Normalised Concentration Ratio for 1 N-1 1 y CR is suitably adapted to account for the third level (the degree of
NCR'=——————| >'P,
Relegated Teams N-I 2[(N-I)\ i weakness of the / relegated teams).
K
N R R[ [ . . . .
Special Concentration Ratio — ; CR, + NC. 11;}‘112 IIZCRK and NCR' are averaged in a single index: captures all three
K = .

K+1
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Chapter 5. Quantification of Competitive Balance in European
Football; Development of Between-seasons and Bi-dimensional
Indices

Following the discussion in Chapter 4 for the multi-levelled structure of European
football leagues and the development of seasonal indices, the objective here is to
develop specially designed indices for the between-seasons dimension of competitive
balance. Moreover, a number of bi-dimensional indices that capture levels from both
dimensions are also created, thus, enabling a comprehensive analysis of competitive
balance. This chapter initially introduces the new indices for the between-seasons
dimension followed by the bi-dimensional indices. Finally, a concluding section
presents a summary of the new indices’ features and addresses new issues for a

further investigation of their qualities.

5.1 New Indices of Between-seasons Competitive Balance

For the development of between-seasons indices is employed the Index of Dynamics
( DN’), which measures the degree of overall ranking mobility of teams participating
in two adjacent league seasons. Since ranking mobility generates uncertainty this
establishes its importance for the fans’ interest. Essentially, the DN, index, which
meets the criteria set in Section 4.2 for the NCRk index, is calculated by equally
rating ranking places. However, the relative significance of the various levels and/or

ranking positions in European football is not the same; and thus, they have to be

rated accordingly. Based on the procedure followed for the seasonal dimension, a

proper adjustment of DN, is necessary to effectively capture the three levels of

competitiveness which lead to different prizes-goals.

5.1.1 Dynamic Index
The Dynamic Index (DNk) is analogous to the NCRk index in the seasonal

dimension; thus, it can be interpreted as the degree of dynamic domination by the top

K teams. Following the procedure for DN, in equation 2.48, for the proper design of

t
DN, it is necessary to identify the maximum ranking mobility for the top K teams

(maxDNfk), reached when the top K teams are the ones ended at the bottom K places
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of the previous season. To illustrate, consider a league which exhibits maximum
ranking mobility, that is, an inverse ranking order from season to season, as is shown

in Table 5.1.

Table 5.1: Maximum Ranking Mobility

7 in Season t 7 in Season t-1 P
1 N N-1
2 N-1 N-3
3 N-2 N-5
4 N-3
i N-(i-1) N-(2i-1)
N-3 4
N-2 3 N-5
N-1 2 N-3
N 1 N-1
2
Total: N
2

It should be reminded that the maximum ranking mobility stands for a dynamically
perfectly balanced league. In that case, the ranking difference for the first team
equals N-1, for the second team N-3, and so on down to the middle of the ladder. The
absolute ranking difference for the bottom half of the ladder is identical as far as the

reverse order is concerned. Hence, the maximum absolute ranking change for the ith

team equals N-(2i-1) and the max DN, is given by:

max DN, = f == f(zv —(2i-1))=K(N -K), (5.1)

=] i=1

for any K <N/2. Following the procedure in equations (2.48) and (3.12), DNk is given
by:

K K K
Sho=r| Xl >
DN., =1- i=1 =1- i=1 =1- i=1 for KSN/2, (5.2)
K max DN K(N-K) K(N-K)
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where 7;; and 7; stand for the ranking position of team i in season ¢ and for the
absolute ranking difference of the ith team from season #-1 to season ¢, respectively.
DNk ranges from zero (maximum ranking mobility by the top K teams) to one (no
ranking mobility by the top K teams). The former stands for absence of dynamic
domination, which is reached when the top K teams are derived from the bottom K
places of the previous season. As far as the latter is concerned, it stands for a
completely dynamically dominated league, which is obtained when the ranking
position of the top K teams remains unchanged across two adjacent seasons. As DNk
increases, the mobility of the top K teams decreases and, thus, they become more
dynamically dominant. A major advantage of this index is that it can be used for the

study of competitive balance across leagues with various N.

The interpretation of DNk is fairly simple: it captures the mobility or dynamic
domination by the top K teams from season to season. However, one limitation of the
index is that equally treats ranking changes regardless of the original ranking
position of the team. For instance, the ranking movement of the first team
(champion) to the fourth place is treated equally to that of the third team to the sixth
place. Additionally, it ignores the mobility of the N-K teams, which is justified by the
design of the index. The properties of DNk are illustrated in the mobility curve in
Figure 5.1. The mobility curve is created, if we plot the cumulative share of the
absolute ranking change of the teams. The height of the curve at any point measures
the percentage of the league’s total ranking change accounted for by the top K teams.
The curve has always an upward direction from left to right and reaches the
maximum height at the point which corresponds to the last team of the league. In
particular, it is shown that DN depends on only one point in the mobility curve.

Thus, for a variety of different mobility curves the index may remain unchanged.

5.1.2 Dynamic Index for the Champion

For K=1, it can be easily derived that DN, captures the first level and it can be
interpreted as the degree of the champion’s (the first team’s) ranking mobility.
Following equation (5.2), the Dynamic Index for the Champion (DN)) is given by:

DN :1_"”1,t_r1,t—1‘ S (53)
: max DN, (N -1)
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Figure 5.1: Mobility Curve of DNk for K=5 in a 20-team League

100

.".’

80 4

60 o ’4," -

Mobility Share
1
1§

401

= DN x Index for K =5
20 9

Y GamRanking R

The index ranges from zero to one. The former is obtained in the case of maximum
ranking mobility, which is interpreted as the absence of dynamic domination in a
league by the champion; that is, the champion comes from the last ranking place of
the previous season. As far as the latter is concerned, it is obtained in the case of no
ranking mobility, which is interpreted as a league which is completely dynamically
dominated by the champion; that is, the champion wins the championship for two
consecutive seasons. The higher the DN;, the more dynamically dominant the
champion becomes. A limitation of the index, which is justified by its design, is that
ignores the ranking mobility of the remaining teams. Figure 5.2 depicts the

characteristic features of the index.

5.1.3 Adjusted Dynamic Index

The Adjusted Dynamic Index (ADNk) is now introduced as a natural development of
DNk. This index captures both the first and the second levels in the multi-prized
tournament structure of European football. For the definition of ADNg, we follow a
similar logic as in the definition of ACR in the seasonal dimension. The design of
the index will be illustrated using a simple example of a 10-team league with two

teams participating in European tournaments.
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Figure 5.2: Mobility Curve of D/V; in a 20-team League
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Apparently, the champion stands for the first level while the second ranking team
stands for the second level. Although DN, effectively demonstrates the mobility in
the first level, DN, alone cannot capture each of the levels, since it rates them
equally. Thus, the development of an index which accounts for the relative
importance of each level would be very beneficial for the measurement of
competitive balance across seasons. An average index effectively captures the
relative significance, as it adjusts for the relative mobility of each level. The resultant
average index captures ranking mobility between the two levels, as it is presented in

Table 5.2.

The leagues in seasons A and B display identical cumulative absolute ranking change
for the 1% and 2™ team. However, the specific ranking position of the first two teams
markedly differs from season 4 to season B. DN; and DN, effectively demonstrate
the degree of mobility or dynamic domination by the champion and the top two
teams respectively. However, DN, fails to account for the relative importance of the
two ranking places, or else to capture the ranking mobility between the two teams.
Arguably, season B is more balanced than season A, although this cannot be captured
by DN,. For that reason, the average of the two indices is employed for an enhanced

quantification of competitive balance.
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Table 5.2: Average of DN; & DN,

Starting Season (S) Season A ‘I;,S - I/Z',A‘ Season B "?,s - I;,B‘

\S}

SO N U RN W~
S0 = W
=R e Y L e

DN;:  0.777 0.666
DN;: 0.75 0.75
Average (DN;, DN,):  0.763 0.708

In essence, the resultant average index captures both levels and rates them
accordingly. This procedure can be generalised for any number of the top K positions
as long as their value is unequally rated. Thus, the ADNk is derived by adjusting for
the relative significance of the top K positions. Following the procedure in equations
(4.2), (4.4), and (4.6) along with the formula for DNk in equation (5.2), ADN is
given by:

> DN

ADN, =T -1 2
K K

[iwir[] for K<NJ/2. (5.4)

The range of ADNk accords with the conventional zero to one. The lower bound
holds both for absence of dynamic domination by the top K teams and perfect
dynamic competition among the same teams. The lower bound is obtained in the case
of maximum ranking mobility in the reverse order; that is, the top K teams inversely
come from the bottom of the ladder of the previous season. As the index increases,
the mobility of the top K teams decreases and, thus, they become more dynamically
dominant. On the other hand, the upper bound stands for a dynamically completely
dominated league by the top K teams and absence of dynamic competition among the
same teams. The upper bound is obtained when there is no ranking mobility in the

top K teams. Since the range of the component indices are insensitive to the values in
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N and K as previously described, ADNk also has a similar behaviour. The ADNk is
interpreted as'®:

a) The degree of ranking mobility or dynamic domination by the top K teams.

b) The degree of ranking mobility or dynamic competition among the top K

teams.

For the DNk index, the maximum raking mobility does not necessarily require the
reverse order among the top K teams. The qualities of ADNk for K=5 in a 20-team
league are depicted in the mobility curve in Figure 5.3. From this figure it is clear
that ADNs depends on 5 points in the mobility curve. Consequently, ADNk provides
more information than DNk. A limitation of ADNk, which is justified by its design, is
that it does not provide any information concerning the mobility of the N-K teams.
The two distinguishing features of ADNk, similarly to its corresponding 4CRk, are as
follows:

a) It can be decomposed into its K component indices; thus, the ingredient
sources of dynamic domination can be determined.

b) It rates the top K ranking positions at a decreasing function of their ranking
position according to the criteria set in Section 4.1. Actually, the weight w;
attached to the ith team, is identical to that derived from sequence (4.6) for
the ACRg index. Consequently, the discussion for the sensitivity of w; to K, N,
and ranking position i in ACRk also holds for the ADNg index. For
clarification, the relative significance of the top places in ADNg for K=8 is

presented in Table 4.2 and illustrated in Figure 4.3.

5.1.4 Dynamic Index for Relegated Teams

As already discussed, the promotion-relegation rule is characteristic in European
football structure. For this reason we introduce the Dynamic Index for Relegated
Teams (DN') that captures the degree of dynamic weakness of the / relegated teams.
According to Table 5.1, in which the league exhibits the maximum ranking mobility,

the absolute ranking change at the bottom is similar to that at the top of the ladder.

' For the difference between 4ADNy and DNy see the relevant discussion for the ACRy and NCRy
indices in Section 4.2.2.
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Figure 5.3: Mobility Curve of ADNg for K=5 in a 20-team League
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As aresult, max DN is given by:

N
maxDN' = Ylr, =, |=D(N-(2i-1))=1(N-1), forI<N/2. (5.5)

i=N-1 i=l1
Therefore, the DN’ index is given by:
N N
Dl =7 >

Dlel_i=N—1+1 :1_ i=N—-I+1 R f ISN/Q.
](N—]) ](N—[) or (5.6)

The range of DN’ is from zero to one. The former stands for the maximum ranking
mobility while the latter stands for absence of ranking mobility. Similarly to the
corresponding NCR' in the seasonal dimension, the DN’ does not account for the
ranking mobility among the / teams. Consequently, the reverse order is not required
for the maximum ranking mobility of the / relegated teams. The interpretation of the
index is fairly simple, as it is defined by the degree of ranking mobility or the degree
of dynamic weakness of the / relegated teams or the degree of dynamic competition

for relegation.
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A major advantage of the index it that it provides a reliable estimation for the ranking
mobility of the 7 relegated teams regardless of the variation in N and/or 1. Hence, DN’
can be adjusted according to the specific promotion-relegation rule and can be used
for an analysis of competitive balance across leagues and/or seasons with variant V.
A limitation of the index is that it does not provide any information for the ranking
mobility of each particular demoted team which is of limited importance for fans.
Additionally, it ignores the mobility of the remaining teams. The properties of DN’
are shown in the mobility curve illustrated in Figure 5.4. Evidently, as is the case

with DNk, the DN' index depends on only one point on the mobility curve.

Figure 5.4: Mobility Curve of DN for I=4 in a 20-team League

100

80 1

60 4 =
L ' DN index for =4

Mobility Share
I

40 1

20 1

1.2'3.4.5.6.7'8'9.10'11.12.13'14'15.16'17.18.19'20
Team Ranking

5.1.5 Special Dynamic Index

In this section, the Special Dynamic Index (SDN},) is introduced in order to account

for all three important levels in the multi-prized European football leagues. The

process for the development of the index is similar to its equivalent SCR;. for the

seasonal dimension. SDN;, can be considered as a custom-built index, which can be

adapted according to variation in K and/or /. Additionally, it is a composite index,
since a number of simpler indices are employed for its design. Based on the approach

followed in equation (4.10) and the formulas for the ADNg (5.4) and DN’ (5.6)

indices, the function of SDN}, is given by:
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iDN,. + DN’

, £ ul 5.7

K+1 _K+1

for I<N/2, K<NJ2, HK<N.

The zero value (lower bound) of SDN}, is reached for the maximum ranking mobility
among the top K teams as well as for the maximum ranking mobility of both the top
K and the bottom / teams. Essentially, the top K teams inversely come from the
bottom K positions, whereas the / relegated teams come from the top / positions of
the previous season. The value of one (upper bound) is reached when no ranking
mobility is observed in both the top K and the bottom / positions. The range of
SDN}, is insensitive to values of N, K, and I making comparisons between different
seasons feasible. The interpretation of this composite index is specified by three
different qualities:

a) The degree of ranking mobility or dynamic domination by the top K teams.

b) The degree of ranking mobility or dynamic competition among the top K

teams.
¢) The degree of ranking mobility or the degree of dynamic weakness of the /

relegated teams or the degree of dynamic competition for relegation .

The properties of SDN} for K=5 and /=4 in a 20-team league are depicted in the

mobility curve of Figure 5.5. Apparently, SDN;, provides more information than the
previously mentioned dynamic indices, since it depends on more points in the
mobility curve. As its components, SDN , does not provide any information for the
mobility of the teams ranked from K+1th to N-I-1th positions'’. The innovative

features of SCR;. also apply to SDN, ; for details see Section 4.2.4, p. 100.

"7 This could be a serious limitation only when the sum of K and / is substantially smaller than N. For
a proper solution see Section 4.2.4.
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Figure 5.5: Mobility Curve of SDN; for K=5 and I=4 in a 20-team League
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The calculation of SDN} for K=8 and /=3 in ten simple steps is summarized in

Table 5.3. In this example, SDN; for a 20-team league is interpreted as:

a) The degree of ranking mobility or dynamic domination by the top eight teams
with respect to the remaining 12 teams.

b) The degree of ranking mobility or dynamic competition among the top eight
teams.

c) The degree of ranking mobility or the degree of dynamic weakness of the
three relegated teams with respect to the remaining 17 teams or the degree of

dynamic competition for relegation.

SDN; can be decomposed into three ingredients levels as:

a) Level 1: Step 1
b) Levels 1 & 2: Average from step 1-8
c) Level 3: Step 9
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Table 5.3: Algorithmic Steps for the Calculation of SDN;

Steps| Action Equation Description
i First Level
1 DNy | DN =1-27 DN,
ntn
z DN, DNz_l_z(zo—z)
1. K+ +r3
3 DN; | DN, =1 3(20-3)
Vl +I"Z +r +V4
4 DN4 DN, =1- 4(20_34) First
r+rt+rn+r tr &
5| DNs | DNo=1-"— 05— Second
Level
o hth R Rt
6 DNs | DNe=1 6(20-6) .
_y_htntntn st DN,
7 DN; | DN; =1 T20-7) ADN, = 3 :
f‘l+}’2+}"3 +V4+7‘5 +r6+r7+r8
8 DNg | DN=1- 8(20-8)
3 5, Mgt t T Third Level
9 DN b=l 3(20-3) DN
0| spn? i DN, + DN’ First, Second, and Third Levels
8 | SDNj =+ — —— e SDN{{

r;stands for the absolute ranking difference (from season #-1 to season ¢) of the ith team.

5.2 Bi-dimensional Indices of Competitive Balance

In Section 4.2 and Section 5.1, a number of new indices were introduced for the
seasonal dimension (which captures the degree of concentration or
domination/weakness), and for the between-seasons dimension (which captures the
degree of ranking mobility or dynamic domination/weakness), respectively. In what
follows, we introduce bi-dimensional indices that capture both dimensions
combining different aspects of competitive balance in a single index. Such indices
provide information for the overall aspect of competitive balance, since they

consolidate different qualities from two dimensional groups of indices.

Based on the analysis in the previous sections, the three levels of the European

football league structure are taken into account in the development of specially
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designed single-dimensional indices. Although those indices measure different levels
or dimensions, we can identify a number of common properties among them:

a) All indices have the same range, that is, the conventionally defined range
from zero to one. Moreover, the range is well-documented, as it is insensitive
to the variation in N, K, and/or 1.

b) In general, the upper and lower bounds of the indices stand for the two polar
cases in terms of competitive balance, that is, the perfectly balanced and the
completely unbalanced league respectively.

c) The relative significance attached to ranking positions is identical for

seasonal and between-seasons indices.

By virtue of these properties, a group of bi-dimensional Dynamic Concentration
indices is introduced that captures levels both from the seasonal and the between-
seasons dimension. Essentially, a Dynamic Concentration index employs the specific
qualities of a Normalised Concentration Ratio (seasonal dimension) as well as a
Dynamic Index (between-seasons dimension). A limitation of Dynamic
Concentration indices is that they cannot indicate the specific dimensional source of
competitive balance. However, as will be illustrated below, the development of the
Dynamic Concentration indices is relatively simple; thus, they can be easily
decomposed into their single-dimensional components, since it is assumed that the

two dimensions are of equal importance.

5.2.1 Dynamic Concentration for the Champion

The Dynamic Concentration for the Champion (DC)) captures the first level in two
dimensions. More specifically, DC; nicely depicts the degree of the champion’s
domination both seasonally and dynamically. The calculation of DC; is derived by
the average of its corresponding component (single dimensional) indices NCR; and

DN;. Following equations (4.1) and (5.3), the formula of DC] is given by:

NCR,+DN, P, —25

) (5.8)
2 4N 1)

The lower bound of zero is obtained under the following two conditions:

122



a) Absence of domination where the champion collects 50% of the maximum
attainable points, and consequently, all teams equally share the same number
of points.

b) Maximum ranking mobility or absence of dynamic domination; the champion
comes was promoted in the previous season.

On the other hand, the upper bound of one is obtained when there is:

a) Complete domination by the champion, who collects the maximum attainable
number of points.

b) Absence of ranking mobility or a completely dynamically dominated by the
champion league; i.e. the champion is the same for two consecutive seasons.

For its interpretation we must refer to the qualities of the component indices; thus,
DC; is interpreted as the degree of dynamic concentration or bi-dimensional
domination by the champion. In essence, DC; is a bi-dimensional index, which

portrays the champion’s overall behaviour in terms of competitive balance.

5.2.2 Adjusted Dynamic Concentration

The Adjusted Dynamic Concentration (ADCk) captures the first two levels in both
dimensions. In particular, ADCx summarises the behaviour of the top K teams that
qualify in any European tournament. Similarly to the DC), the calculation of the
index is merely the average of the corresponding ACRx and ADNg indices.

According to equations (4.2) and (5.4), the formula of the ADCk is given by:

ADC, =

i
i=1

ACR, + ADN, 1
2 2K

K
W.Z(Pl.—2rl.)—CK}+%, for K<NJ/2. (5.9)

The definition of ADCk derives from the properties of its corresponding component
indices. In particular, the lower bound of zero is obtained under the following two
conditions:
a) Absence of domination where any of the top K teams collects 50% of the
maximum attainable points. In such a case, the league is seasonally perfectly

balanced, since all teams share points equally.
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b) Absence of both dynamic domination by the top K teams and dynamic
competition among the same teams where there is maximum ranking
mobility -in the reverse order- by the top K teams. In such a case, the league
is dynamically perfectly balanced, since the top K teams inversely come
from the bottom of the ladder of the previous season.

On the other hand, the upper bound of one is obtained when:

a) There is complete domination by the top K teams and complete imbalance
among the same teams.

i. The top K teams collectively gather the maximum attainable number
of points; that is, they always win against the remaining teams.

1. Within the group of K, any team always wins against any weaker and
loses from any stronger.

b) There is complete dynamic domination by the top K teams and absence of
dynamic competition among the same teams. This is obtained when the
ranking position of the top K teams remains unchanged in two adjacent

s€asons.

Given that ADCk refers to a large number of single-dimensional component indices,
its interpretation is not simple and is given as follows:

a) The degree of concentration or domination by the top K teams.

b) The degree of competition among the top K teams.

c) The degree of ranking mobility or dynamic domination by the top K teams.

d) The degree of ranking mobility or dynamic competition among the top K

teams.

In effect, ADCk is a composite index, which can be decomposed into 2K simpler
indices in both dimensions and interpreted as the degree of dynamic concentration of
the top K teams. Essentially, the index concentrates on the bi-dimensional relative

performance of the top K teams.
5.2.3 Dynamic Concentration for Relegated Teams

Since relegation is an important aspect of the European league structure, the

Dynamic Concentration for Relegated Teams (DC") is introduced to capture the bi-
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dimensional performance of the I relegated teams. DC' effectively depicts the
behaviour of the last / teams, since it borrows its specific features from its
component NCR' and DN’ indices. Following the previous discussion and according

to equations (4.9) and (5.6), the derived formula of DC’ is given by:

N
P +2r
el - NCR+DN' _aN-1-1_ Z.ZNZ_,(H' ) for < N2, (5.10)
2 o;IN-1)  4I(N-T) "’

The interpretation of the index’s conventional range (0-1) refers to the qualities of its
two component indices. In particular, the lower bound is obtained when every team
collects 50% of the maximum attainable number of points and the / relegated teams
come from the top 7 positions of the previous season. On the other hand, the upper
bound is reached when the / teams collect the minimum number of points and they
are promoted the previous season. The bi-dimensional DC’ index is interpreted as the
degree of dynamic concentration of the / relegated teams. Alternatively, the index is
interpreted as the bi-dimensional competition for relegation or the degree of bi-

dimensional weakness of the / relegated teams.

5.2.4 Special Dynamic Concentration

Lastly, the Special Dynamic Concentration (SDC; ) is introduced, which is a
comprehensive index, as it captures all three levels in both the seasonal and the
between-seasons dimensions. More specifically, SDC; reveals the bi-dimensional
behaviour both of the top K and the bottom / teams. It is calculated by simply
averaging the corresponding SCR; and SDN, indices and following equations (4.10)

and (5.7), it is given by:

SCR}. + SDN, -

SDC;, = 5
| . y | (5.11)
SDC, =—— | w, —=2r)— P+2r)-Cp +C, |+—
K 2(K+1)(Wl;( i Vz) WI;‘:NZJE11+ rz) kt 1j+2’

where I<N/2, K<N/2, [+K<N.
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The lower bound of zero is the bi-dimensionally perfectly balanced state reached

under the following conditions:

a)

b)

Every team in the league collects 50% of the maximum attainable points. As
a result, there is absence of both domination by the top K teams and weakness
of the I relegated teams. Essentially, this is the seasonally perfectly balanced
state defined by the following three features:
1. Absence of domination by the top K teams.
i1. Perfect balance among the top K teams.
iii. Absence of weakness of the I relegated teams, or else a perfectly
balanced for relegation league.
There is maximum ranking mobility in both top K and bottom / teams. More
specifically, the top K teams inversely come from the bottom of the ladder
and the bottom / teams come from the top / positions of the previous season.
This is the dynamically perfectly balanced state defined by the following
three features:
1. Absence of dynamic domination by the top K teams.
ii. Perfect dynamic competition among the top K teams.
iii. Absence of dynamic weakness of the / relegated teams, or else

dynamically perfectly balanced for relegation league.

With reference to the upper bound of one, it refers to the bi-dimensionally

completely unbalanced state obtained in the following cases:

a)

Each of the top K teams gets the maximum attainable number of points,
provided that any team always wins against any weaker and loses from any
stronger. Additionally, the relegated / teams collectively gather the minimum
number of points; that is, they only gather points from other relegated teams.
This is the seasonally completely unbalanced state defined by the following
three features:
i. Complete domination by the top K teams.
ii. Complete imbalance among the top K teams.
iii. Maximum weakness of the / relegated teams, or else a completely

unbalanced for relegation league.
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b) There is absence of ranking mobility in the top K and bottom / teams. This is
the dynamically completely unbalanced state defined by:
i. Complete dynamic domination by the top K teams.
il. Absence of dynamic competition among the top K teams.
iii. Maximum dynamic weakness of the / relegated teams, or else absence

of dynamic competition for relegation.

The interpretation of SDCy is not simple, since it holds for simpler indices from two

dimensions and three levels. In particular the index can be interpreted as:
a) The degree of concentration or domination by the top K teams as well as the
level of competition among the same teams.
b) The degree of dynamic domination by the top K teams as well as the degree
of dynamic competition among the same teams.
¢) The degree of bi-dimensional competition for relegation, or else the degree of

bi-dimensional weakness of the 7 relegated teams.

Essentially, SDC,. is a comprehensive index, which focuses on the most important

aspects of the three-level league structure; thus, it effectively provides an enhanced

assessment of the overall competitive balance in the context of European football.
Despite the seemingly complex formula given by equation (5.11), the SDC} can be

easily decomposed into its constituent elements providing a powerful tool for policy
makers to further explore the ingredient sources of competitive balance. Therefore,
the usefulness of this bi-dimensional index derives from its ability to effectively

convey information from various aspects of competitive balance.

5.3 Conclusion
Following the procedure discussed in the previous chapter, this chapter also provides

answer to the third issue of the thesis by creating additional specifically designed
indices for a comprehensive analysis of competitive balance. In the context of multi-
prized structure of European football, new indices for the between-seasons

dimension as well as bi-dimensional indices are constructed.
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For the design of the following new between-seasons indices, the new Dynamic

Index (DNk) is employed which accounts for the degree of ranking mobility of the

top K teams.

1.

ii.

1il.

1v.

The Dynamic Index for the Champion (DN;), which captures the first
level and is interpreted as the degree of the champion’s ranking
mobility or dynamic domination.

The Adjusted Dynamic Index (ADNk), which captures the first two
levels and is interpreted as: a) the degree of ranking mobility or
dynamic domination by the top K teams, and b) the degree of ranking
mobility or dynamic competition among the top K teams.

The Dynamic Index for Relegated Teams (DN'), which captures the
third level and is interpreted as the degree of ranking mobility of the

relegated / teams.

The Special Dynamic Index (SDN }{ ), which captures all three levels.

The approach followed also enables for the development of the so-called “Dynamic

Concentration” bi-dimensional indices that capture both dimensions of competitive

balance. It must be noted that the interpretation of the bi-dimensional indices is

derived from that of their component indices:

1.

ii.

1il.

The Dynamic Concentration for the Champion (DC;), which captures
the first level and is interpreted as the degree of dynamic concentration
or bi-dimensional domination by the champion.

The Adjusted Dynamic Concentration (ADCk), which captures the first
two levels and is interpreted as: a) the degree of concentration or
domination by the top K teams, b) the degree of competition among the
top K teams, c) the degree of ranking mobility or dynamic domination
by the top K teams, and d) the degree of ranking mobility or dynamic
competition among the top K teams.

The Dynamic Concentration for Relegated Teams (DC'), which
captures the third level and is interpreted as the degree of dynamic
concentration of the / relegated teams or the degree of bi-dimensional

competition for relegation.
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iv. The Special Dynamic Concentration (SDC,I< ), which captures all three

levels.

The weighting pattern offered by all new indices meets the criteria set in Section 4.1.
However, we should point out that our claim is not that this weighing pattern is the
optimal one, but rather that it provides a simple and plausible benchmark for the
study of competitive balance in European football. Following the definition and the
discussion of their properties, we suggest to further explore and compare the
behaviour of the existing, modifying, and new indices. In the course of the next
chapter, a sensitivity analysis is attempted through the implementation of all indices
in various hypothetical leagues in terms of their competitive balance level. What is
interesting about the sensitivity analysis is that it can illustrate differences and
similarities among indices as well as unveil the aspects of competitive balance they

capture.

Overview Table with New Indices of Competitive Balance

The derived function and a short description of all competitive balance indices that
were introduced in the present chapter are presented in Table 5.4. It must be pointed
out that all modified and new indices introduced in Chapters 3, 4, and 5 as well as the
appropriate existing indices that were presented in Chapter 2 can be applied for a
cross examination of competitive balance in European football across countries

and/or seasons.
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Table 5.4: New Between-seasons and Bi-dimensional Indices of Competitive Balance

Index Function Description
. ir} The modified DN index is adapted so as to account for the degree of
Dynamic Index DN, =1 i1 . !
KTUTK(N-K) ranking mobility of the top K teams.
2 Dynamic Index for the Champion DN, =1-11 DNK.for KII.: .captures the first level (the degree of the champion’s
S (N-1) ranking mobility).
§ i DN, Average of the first K DN, indices: captures the first two levels (the
- Adjusted Dynamic Index ADN, =7 ' 1—£[§: Wm} degree of ranking mobility of the top K teams as well as the degree of
N K Klia ranking mobility among the same teams).
S v . . . o
C% Dynamic Index for Relegated Teams . ‘-:szll DNy is adapted to capture the third level (ranking mobility of the 7
DN =1 -1) relegated teams).
K
DN, + DN’ i i i :
Special Dynamic Index [ Z:]: N, + DN The ADNy and DN are averaged in a single index: captures all three
SDN;, = levels.
K+1

Dynamic Concentration pe = A= Average of NCR; and DN;: captures the first level in both the seasonal
- for the Champion La(v-) and the between-seasons dimensions.
S © : .
S . . . ADC. = WS (Poar)—c, |4 L Average of ACRy and ADNg: captures the first and the second level in
-g) Adjusted Dynamic Concentration K {W’E( 1=20)=Cie |+ 2 both the seasonal and the between-seasons dimensions.
N N
§ Dynamic Concentration AN —I-1 > (P +2r) Average of NCR' and DN": captures the third level in both the seasonal
:\z for Relegated Teams DC' = 1) ":;’}’(}‘] D and the between-seasons dimensions.
m I I 1 1. :

Special Dynamic Concentration SpC! = SCR! + SDN, Average of SCR;, and SDN, : captures all the three levels in both the

seasonal and the between-seasons dimensions.
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Chapter 6. Sensitivity Analysis

In the previous chapters, the theoretical foundation and the features of an extensive
number of competitive balance indices was presented and discussed. The aim of this
chapter is to illustrate the properties of the indices presented in Chapters 2-5. An in-
depth exploration of the behaviour of these indices is illustrated via sensitivity
analysis in various hypothetical leagues. This approach is quite innovative, since it
employs extreme and selected scenarios of competitive balance and, thus, can
illustrate differences and similarities in the behaviour of different competitive
balance indices. The sensitivity analysis also assesses the behaviour of the indices to

the three important levels in the league structure.

A systematic classification of all indices according to dimension, status of origin, and
type is presented in the overview Table 6.1, as follows:
a) The dimension of competitive balance the index refers to. Therefore, the
indices are classified as:
1. Seasonal indices measuring the relative quality or strength of teams
into a particular season.
ii. Between-seasons indices measuring the relative quality of teams across
seasons.
iii. Bi-dimensional indices that capture both dimensions of competitive
balance.
b) The status of the origin of the index. Consequently, the indices can be
classified as:
1. Existing indices appropriate for the study of European football.
i1. Modified indices derived of existing ones adjusted for a proper cross
examination across countries and/or seasons.
iii. New indices developed to account for the multi-levelled structure of
European football.
¢) The type of the index, which is determined by the number of points on which

it depends on the concentration or mobility curve. Based on this
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classification, there are two types of indices: partial and summary ones'®
(Kamerschen & Lam, 1975). The former stands for those that depend on one
or a few points while the latter for those that depend on all points in the
concentration or mobility curve. Consequently, a partial index provides
information either for one or for a few teams, whereas a summary index

provides information for all the teams that make up the league.

Table 6.1: Overview Table of Competitive Balance Indices

Index Dimension oﬁg:iljgsin Type
NAMSI Existing’
HHI Existing
AGINI Existing’
AH Modified Summary
nlD Modified
nCByua Modified
S Seasonal Modiﬁed**
NCR, new'
NCRx Modified
NCR' New' Partial
ACRg New'
SCRy New'
T Modified
7 Modified Summary
DN; Modified”
DN, New'
DNyg Between-seasons New'
DN’ New' ,
AD NK NGWT Partial
SDN\ New'
aG Modified”
DC, New'
ADCk S New' .
DC Bi-dimensional New! Partial
SDCi. New'

“The origin, the derived function, the unit of measurement, and a short description of the
ex1st1ng indices are presented in Table 2.10 (p.52) and Table 2.14 (p.69).

The action followed for the derived function of the modified indices is presented in
Table 3.6 (p.85).
"A short description and the derived function of the new indices are presented in Table
4.6 (p.109) and Table 5.4 (p.130).

' Similarly, Marfels (1971) classifies indices into discrete and summary ones.
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Following the general description of the sensitivity analysis, a detailed presentation
of the various scenarios by dimension is introduced and the results derived from the
indices implementation are discussed. The chapter concludes with an overview table

and the main conclusions derived from the analysis.

6.1 The Process for the Sensitivity Analysis
The sensitivity analysis followed serves to explore the behaviour of the indices from

an initial to a final hypothetical state. The behaviour of the indices is determined by
the indices fluctuation or sensitivity in the path from the initial to the final state. As
an initial state, the cases of either perfectly balanced or completely unbalanced
league is selected. On the other hand, the selection of the final state is based on the
specific interest of the league. In particular, a final state could be either the opposite
extreme case or any of the three important levels in the European football league

structure.

This process allows us to a priori specify the hypothetical state and examine the
behaviour of the indices under this known state. We focus on the examination of the
seasonal and the between-seasons indices, whereas bi-dimensional indices are
excluded from this particular study. However, the interpretation of the specific
features of bi-dimensional indices can be easily deducted from the behaviour of their
corresponding single-dimensional components. For the analysis, a 10-team league is
selected, in which the first three qualify for European tournaments while the last two
are relegated to the immediately lower league. A league with a small number of
teams is selected simply for the sake of simplicity. Such a small league can be found
in Norway (seasons from 1963-1971) and in Sweden (seasons 1991 & 1992). The
steps followed in the various scenarios are presented algorithmically on the

Appendix at the end of the chapter.

6.2 Sensitivity Analysis for the Seasonal Dimension
The selected initial state in the seasonal dimension is the case of either a perfectly

balanced league, which is obtained when teams equally share wins and/or points, or a
completely unbalanced league, which is obtained when teams always win against any

weaker teams and lose from any stronger ones. With reference to the final state, what
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is selected is the opposite extreme case of competitive balance or any of the three
important levels in European football. Additionally, based on the assumption that
teams at the top and the bottom of the ladder are more important for the fans, the
behaviour of the indices is also investigated concerning changes at the middle of the
ladder. For the analysis, given the characteristics of the chosen league, the partial
indices included in the simulation are defined as follows’”:

a) NCR;, which captures first level.

b) NCR;, which captures the domination by the top three teams.

c) ACR; which captures first & second level.

d) NCRZ, which captures third level.

e) SCR; which captures all three levels.

6.2.1 Sensitivity Analysis for Changes in the Value of Competitive
Balance

We can safely argue that an important aspect of the behaviour of the indices is their
sensitivity to the relative value of a league’s competitive balance. For this reason, we
will study a hypothetical league, which gradually deviates from an initial perfectly
balanced to a final completely unbalanced state. More specifically, differences and
similarities will be designated based on fluctuation of the indices in their transition
from one polar state to the other in terms of competitive balance value. Provided that
initially there is an equal sharing of wins and/or points, teams at the upper half of the
ladder progressively gather more wins and/or points, whereas teams at the bottom
half of the ladder progressively lose equivalent number of wins and/or points. In the
final state, the first team wins all games, the second team wins all games but those
against the first and so on. The value of competitive balance indicated by the various

indices in the course of the analysis is illustrated in Figure 6.1.

From this figure it can be confirmed that the two extreme cases of competitive
balance are well defined for all indices. However, interesting observations can be
drawn from the behaviour of the indices along the path from the initial to the final

state. Based on their behaviour, indices may be distinguished into two groups. In

' The S index cannot be included, because it is not possible to calculate surprise points for the various
scenarios.
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particular, the summary indices NAMSI, nID, and AGINI, along with all partial
indices are all highly sensitive to the value of competitive balance, which is indicated

by the diagonal line.

Figure 6.1: Sensitivity to the Value of Competitive Balance
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On the other hand, there is another group of indices (HHI*, AH and nCBy,,) which
are initially insensitive and, thus, understate competitive balance compared to the
remaining indices. In particular, AH understates the value of competitive balance
more than AHI* while the behaviour of nCB,,.; 1s more complicated. In effect, they
all display the lowest relative values towards moderate intensity of competitive
balance. Close to the final state, those three indices become hypersensitive at an
increasing rate. This feature may be viewed as desirable, since our main concern is

for an unbalanced league or for high values of competitive balance.

The behaviour of the indices can be explained by examining the weight attached to
each team in the calculation of each index. In particular, for the first group of indices
the weight is as follows:

a) nID: there is not attached any weight to the teams.

b) AGINI: the attached weight depends on the ranking of the teams.

c) Partial indices: the attached weight remains constant for the whole process.
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d) NAMSI: the attached weight changes symmetrically for teams at the upper
and bottom half of the ladder.

On the other hand, the behaviour of the second group of indices is attributed to their
design. The common feature of those indices is that more weight is attached to the
top ranking teams, which also changes in the course of the simulation. In fact, the
weight gradually increases according to the level of team’s performance. Based on
the review in Chapter 2, HHI* gives a quadratic weight, which is advantageous for
the top teams, and, thus, when those teams gather many wins the index sharply
increases. As far as AH and nCB,,. are concerned, the explanation for the former
relates to its logarithmic base while for the latter to the non-linear weight derived

from its quite complicated calculation®.

6.2.2 Sensitivity Analysis for Changes in the First Level
Another important aspect is the sensitivity of the indices in relation to the

champion’s domination or the competition for the first level in the league. In order to
demonstrate this, we employed for our analysis a league in which the champion
gradually deviates from an initial perfectly balanced state to a final state which is
completely dominated by the champion. For clarification, initially all teams equally
share wins and/or points, whereas in the final state the champion has only wins while

the remaining teams share the remaining wins and/or points.

The fluctuation of the indices is illustrated in Figure 6.2. As it is expected, NCR,
displays the greatest sensitivity to the champion’s domination, given that it is
especially designed for the first level. Interestingly enough, nCB,,, also finally
reaches the highest sensitivity, although it exhibits insensitivity in the path from the
initial to the final state. This conforms to the behaviour of nCB,,. in the previous

analysis. As it is anticipated, ACRj3 is more sensitive than NCR3, since it weights the
champion heavily while SCR; exhibits moderate sensitivity. With reference to the

summary indices of dispersion, NAMSI and n/D demonstrate moderate and low

sensitivity respectively.

 Kwoka (1985), shows that the weights the H attaches to teams’ winning share decrease as the
winning share increases.
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Figure 6.2: Sensitivity to the First Level
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It is worth mentioning that AGINI and HHI* reach the same height of sensitivity in
the final state. The reason relates to the fact that, even though those two indices are

seemingly quite different in design, they are reported to be correlated in the literature

(Adelman, 1969; Kamerschen & Lam, 1975; Kendall & Stuart, 1963).

However, it must be noted that they follow a different increasing pattern; HHI*
follows a concave pattern whereas AGINI follows a linear trend, which is explained
by the ranking weighting scheme attached to the winning percentage of the teams.
AH demonstrates low sensitivity which, as expected, is also exhibited in a concave
mode. Lastly, NCR? is the least sensitive index, given that it is especially developed
to capture the degree of the teams’ weakness at the bottom of the ladder. The
corresponding values of competitive balance for all indices in the final state are
presented in Table 6.2. Essentially, those values quantify the sensitivity of the indices

to the first level or the champion’s domination.

6.2.3 Sensitivity Analysis for Changes in the Second Level
In what follows, we will examine the sensitivity of the indices to the second level.

More specifically, since there are three qualifying teams in European tournaments,
the interest is in the behaviour of the indices to changes in the second level defined

by the two following aspects:
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Table 6.2: Sensitivity to the First Level

Index Sensitivity Value
NCR, 1.000
nCBgyal 1.000
ACR; 0.611
NAMSI 0.522
SCR; 0.489
niD 0.360
NCR; 0.333
AGINI 0.273
HHI* 0.273
AH 0.176
NCR’ 0.125

a) The domination by the top three teams.

b) The competition among the top three teams.

Essentially, the behaviour of the indices relating to the first aspect (the domination
by the top three teams) is similar to that of the champion’s domination (first level);
thus, conclusions and observations in relation to that are comparable to those
regarding the analysis in the previous analysis. With concern to the second aspect,
we designed a hypothetical league, in which what changes is only the
competitiveness among the top three teams. Initially, the league is in a completely
unbalanced state. The top three teams gradually turn to perfect balance among them,
that is, they equally share wins and/or points. It must be pointed out that in the course

of this scenario the condition for the remaining teams remains unchanged.

The behaviour of the indices with regard to changes in the competitiveness among
the top three teams is illustrated in Figure 6.3. It can be easily drawn that the
summary nCBy,, index exhibits the highest sensitivity, even though that is at a
decreasing rate. Similarly, the partial NCR; and ACR; indices exhibit moderate to
high sensitivity, whereas the more sophisticated partial SCR; displays low to
moderate sensitivity. The behaviour of those partial indices is explained by their
design. As it is expected, the partial NCR? index shows no sensitivity, since it focuses
only on the last two teams. In the same vein, NCR; is also insensitive, which is

justified by its design that captures only the domination of the top three teams.
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Figure 6.3: Sensitivity to the Competition among the Top Three Teams
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All of the remaining summary indices display very low to zero sensitivity. In
particular, AGINI and HHI* display a similar low sensitivity in a slightly different
path. Additionally, NAMSI and AH both demonstrate negligible levels of sensitivity.
Lastly, nID shows zero sensitivity, which is a quite undesirable feature provided that
the competition among the top three teams is important for the fans. The behaviour
of nID is justifiable as it equally rates the teams’ winning share. The sensitivity
quantified by the respective value of competitive balance in the final state is

presented in Table 6.3.

Table 6.3: Sensitivity to the Competition
among the Top Three Teams
Index Sensitivity Value

nCByual 0.419
NCR, 0.222
ACR; 0.116
SCR; 0.087
HHI* 0.024

AGINI 0.024

NAMSI 0.012

AH 0.011

nlD 0
NCR; 0
NCR® 0
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6.2.4 Sensitivity Analysis for Changes in the Third Level
Another important aspect of the indices is their ability to capture the third level or set

of punishment. Due to the promotion-relegation rule, the last ranking teams are
relegated to the immediate lower division. Consequently, what is of concern is the
sensitivity of the indices to the third level, which is defined as the degree of
weakness of the relegated teams. For that reason, the sensitivity analysis is designed
as follows: the hypothetical league is initially in a perfectly balanced state, in which
all teams equally share wins and/or points. Progressively, the two relegated teams
lose their competitiveness, whereas the remaining teams continue sharing the
remaining wins and/or points. In the final state, the relative weakness of the relegated
teams reaches its maximum, that is, they gather wins and/or points only from the

other relegated teams.

The fluctuation of the indices is illustrated in Figure 6.4. As is expected, the most
sensitive index is NCR?, which is especially designed to capture the third level or the
weakness of the last two teams. Additionally, NAMSI and nID also demonstrate high
sensitivity, which is explained by the nature of the indices which treat equally teams
at the top and at the bottom of the ladder. AH is initially quite insensitive changing to
highly-sensitive. Following a similar pattern, HHI* presents low to moderate

sensitivity in the path from the initial to the final state. Additionally, AGINI and
SCR; display moderate sensitivity in a linear fashion. As it is expected, the partial

indices NCR;, NCR;, and ACRj;, given that they focus on the top teams, they
demonstrate very low sensitivity. Lastly, nCB,, 1s the least sensitive index, which is
in sharp contrast to its behaviour with regard to the domination by the top teams. The

sensitivity of all indices to the third level is presented in Table 6.4.

6.2.5 Sensitivity Analysis for Changes in the Middle Ranking Places
In the context of European football, the interest mainly lies in the top places (first

and second level) and the bottom places (third level). Therefore, it is reasonable to
investigate the sensitivity of the indices to changes in the middle ranking positions.
In that case, a hyper sensitivity is considered as undesirable. For the purposes of this
analysis, we designed a hypothetical league which is initially in a completely

unbalanced state.
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Figure 6.4: Sensitivity to the Third Level
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Table 6.4: Sensitivity to the Third Level

Index Sensitivity Value
NCR® 1.000
NAMSI 0.701
AH 0.644
nID 0.640
AGINI 0.491
HHI* 0.491
SCR; 0.439
NCR; 0.286
ACR; 0.260
NCR, 0.222
nCBual 0.197

In this scenario, what changes is only the performance of the teams in the middle of
the ladder (from fourth to eighth position). Actually, those teams gradually turn to a
perfectly balanced state, that is, they equally share wins and/or points. The

performance of teams at the top and the bottom of the ladder remains unchanged.

The fluctuation of the indices during the sensitivity analysis is illustrated in Figure
6.5. All partial indices are insensitive to changes in the middle. With reference to the

summary indices, nCBy,, 1s the least sensitive. NAMSI also demonstrates very low
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sensitivity, which is justified since it is essentially an index of standard deviation
and, therefore, focuses on teams at the top and the bottom of the ladder. Low
sensitivity in a slightly variant fashion is also demonstrated by the 4H, HHI*, and
AGINI indices. This behaviour is explained by the emphasis given to the top ranking
places. Lastly, nID shows a hyper-sensitivity, which is a quite undesirable feature
and is explained by the fact that the index weights all positions equally. The values

of the indices in the final state are presented in Table 6.5.

Figure 6.5: Sensitivity to Changes in the Middle Ranking Places
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Table 6.5: Sensitivity to Changes in the Middle

Index Sensitivity Value
niD 0.160
HHI* 0.061
AGINI 0.061
AH 0.050
NAMSI 0.031
nCBgyal 0.006
NCR,; 0
NCR; 0
NCR? 0
ACR5 0
SCR; 0
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6.3 Sensitivity Analysis for the Between-Seasons Dimension
Following the analysis for the seasonal dimension, we will discuss the process for the

between-seasons dimension, which deals with the ranking mobility of teams across
seasons. Either a completely unbalanced or a perfectly balanced league is selected as

the initial state.

Regarding the sensitivity analysis, the interest primarily lies in the responsiveness of
the indices to the first, second, and third levels respectively. The time frame is two
adjacent seasons; consequently, aG index is excluded since for its study a large
number of seasons is required. For the purposes of the analysis, given the structure of
the chosen league, the included partial indices are the following:

a) DN, which captures first level.

b) DN; which captures the dynamic domination by the top three teams.

¢) ADNj; which captures first & second level.

d) DN? which captures third level.

e) SDN; which captures all three levels.

6.3.1 Sensitivity Analysis for Changes in the First Level
An important aspect of the behaviour of the indices is their sensitivity to the first

level or the champion’s mobility. For that reason, we have produced a scenario in
which the champion progressively moves from the first (initial state) to the last
ranking place (final state). The relative ranking position of the remaining teams does
not change. Initially, the hypothetical league is in a completely unbalanced state, that
is, ranking mobility is absent. In the final state, given that the champion moves to the
last place, the second team moves to the first place, the third to the second place and
so on. Essentially, during this particular sensitivity analysis, ranking mobility, which
reaches its maximum, concerns only the champion. For clarification, the mobility of

all teams is presented Table 6.6.

The behaviour of the indices from the initial to the final state is demonstrated in
Figure 6.6. As it is expected, DN is the most sensitive index, which confirms the fact

that it effectively captures the champion’s mobility. The partial indices ADNs3, DN,

and SDN; all exhibit lower sensitivity given that they provide information from a
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larger number of teams. Additionally, DN* shows no sensitivity until the very last
part of the hypothetical scenario, in which the top team moves to the last two ranking

places.

Table 6.6: Ranking Mobility for the First Level

R Teams Initial State  Final State
1 A A B
2 B B C
3 C C D
4 D D E
5 E E F
6 F F G
7 G G H
8 H H I
9 I I J
10 J J A

Figure 6.6: Sensitivity to the First Level
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On the other hand, it is interesting to examine the behaviour of the summary indices.
More specifically, the 7, and 7 indices display low sensitivity, whereas DN, displays

moderate sensitivity. This behaviour is explained by the fact that summary indices
take into consideration the ranking mobility of all teams and not only that of the top

team. Differences among summary indices are accounted for by their design
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emphasising the fluctuation in a concave fashion of the r, index. The sensitivity to

the first level for all the between-seasons indices is presented in Table 6.7.

Table 6.7: Sensitivity to the First Level

Index Sensitivity Value
DN, 1.000
ADNj 0.716
SDN; 0.568
DN; 0.534
DN, 0.360
ry 0.278
T 0.200
DN? 0.125

6.3.2 Sensitivity Analysis for Changes in the Second Level
In view of the fact that the second level is also important for European football, the

sensitivity of the indices to the mobility of the top K teams has also been
investigated. As long as three teams qualify for European tournaments, the focus is
on the sensitivity of the indices with regard to the following two aspects of the
second level:

a) The ranking mobility or dynamic domination by the top three teams.

b) The ranking mobility or dynamic competition among the top three teams.

The behaviour of the indices for the first aspect is identical with the champion’s
domination; thus, conclusions are comparable to those regarding the analysis for the
first level. With respect to the second aspect, we have produced a scenario in which
there is ranking mobility only among the top three teams. Initially, the league is in a
completely unbalanced state without any mobility. Progressively, the ranking
changes only for the top three positions, so that the first team withdraws to the third
position while the third team advances to the first one. Essentially, the simulation
analysis is composed by three steps described in Table 6.8. In this scenario, the

ranking for teams below the fourth place remains unchanged.

The fluctuation of the indices is illustrated in Figure 6.7. Regarding the summary

indices, the least sensitive is 7, the most sensitive is DN: , and 7 lies in the middle.
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What is also observed is that DN, remains unchanged during the third step.
Similarly, the DN; and DN; indices also remain unchanged in the first and third step
respectively. Essentially, this behaviour unveils a deficiency which refers to DN,

and the derived partial indices. That deficiency stems from the nature of those
indices, that is, their calculation is based on the summation of an absolute ranking
difference. However, this deficiency is restored by the utilisation of 4DN; and SDN;
whose sensitivity is exhibited throughout the different simulating steps, as a result of

their more sophisticated design.

Table 6.8: Mobility of the Top Three Teams
Teams Initial State  First Step  Second Step Final State
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Figure 6.7: Sensitivity to the Level of Ranking Mobility among the Top Three
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Moreover, the overall sensitivity of the partial indices is justified by their design. In

particular, DN;, DN3, and ADNj; are, in order of sensitivity, the most sensitive
indices, whereas SDN; displays lower sensitivity, since it also captures the ranking
mobility at the bottom of the ladder. Lastly, as it is expected, DN? is insensitive to the

second level as it refers only to the ranking mobility of the relegated teams. The

values of all indices in the current analysis are presented in Table 6.9.

Table 6.9: Sensitivity to the Ranking Mobility
among the Top Three Teams

Index Sensitivity Value
DN, 0.222
DN; 0.190
ADN; 0.179
SDN; 0.134
DN; 0.080
T 0.067
ry 0.024

DN’ 0

6.3.3 Sensitivity Analysis for Changes in the Third Level
In what follows, we investigate the ability of the indices to capture the third level

(relegated teams). As was already noted, due to the promotion-relegation rule, the
mobility at the bottom of the ladder is also interesting and important for the fans. In
order to capture the sensitivity of the indices to the third level, we have generated a
series of hypothetical leagues where the promoted team gradually advances from the
last (initial state) to the first place (final state)?'. In this scenario, the relative ranking
position of the remaining teams stays unchanged. Initially, the league is completely
unbalanced without any mobility; thus, the promoted team returns to the lower
division the following season. In the final state, given that the last team advances to
the first place, the champion withdraws to the second place, the second team
withdraws to the third place and so on. For illustration purposes, the ranking mobility

of all teams is presented in Table 6.10.

! According to the adopted compromise, the ranking position of the relegated teams is conveyed to
the promoted ones. For the sake of simplicity only one promoted/relegated team is selected.
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Table 6.10: Mobility of the Promoted/Relegated Team to the First Place

R Teams Initial State Final State
1 A A J
2 B B A
3 C C B
4 D D C
5 E E D
6 F F E
7 G G F
8 H H G
9 I I H
10 J J I

The behaviour of the indices is depicted in Figure 6.8. As expected, DN is the most
sensitive index, since it captures the mobility of the relegated teams. On the contrary,
the indices DN, ADN; and DN; demonstrate the lowest sensitivity. In effect, those

indices are insensitive until the promoted team advances to the top places. As an
exception to partial indices, SDN; presents moderate to low sensitivity. This

attribute is justified by the ability of the index to capture the mobility both at the top
and the bottom of the ladder.

Figure 6.8: Sensitivity to the Third Level
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Interestingly enough, all summary indices ( DN, , 7y, 7) exhibit an identical behaviour

to that of the first level sensitivity analysis, that is, when the champion progressively
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withdraws from the first to the last ranking place. This feature is explained by the
fact that those indices equally rate all ranking positions. Consequently, DN, displays

moderate sensitivity, whereas the statistical indices 7, and 7 display moderate to low
sensitivity. For purposes of elucidation, the sensitivity of all indices in the final state

of the current analysis is presented in Table 6.11.

Table 6.11: Sensitivity to the Third Level

Index Sensitivity Value
DN? 0.625
DN, 0.360
7 0.273
SDN; 0.251
T 0.200
DN; 0.143
ADN; 0.126
DN 0.111

6.4 Conclusion
This chapter, which answers the fourth issue of the thesis, offered an innovative

approach to an enhanced exploration of the main features of the indices by
performing extensive sensitivity analyses over various hypothetical leagues with
different states of competitive balance. For a reliable quantification, it is important to
distinguish the aspects of competitive balance each index embodies. Based on the
results of the different sensitivity analyses, the indices exhibit diverse behaviour,
which illustrates the different aspects of competitive balance they capture. The main
positive and negative features of the indices in the context of the European football
league structure are presented in the overview Table 6.12. Most observations are
justified by the design of each particular index, although the analysis unveils features

that are not easily distinguishable.

More specifically, the behaviour of the summary indices could not be easily detected
without the sensitivity analysis presented here. For instance, both the particular
sensitivity of the nCB,, index to the champion’s domination and its

unresponsiveness to the third level were not identifiable from its definition.
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Similarly, what is interesting is the low sensitivity of HHI , AGINI, and AH both to
the champion’s domination and the competition among the top K teams. On the other
hand, the behaviour of the partial indices is relatively straightforward. For instance,
the high and low sensitivity of NCR; to the first and the third levels respectively is to
be expected.

The fact that the comprehensive SCR; and SDN; have only a small number of
negative features suggests that they may be the most suitable indices to measure the
seasonal and the between-seasons dimension of competitive balance respectively.
Given that the behaviour of the bi-dimensional indices is derived from their
corresponding components (single-dimensional indices), what is also implied is that
the bi-dimensional comprehensive SDC 11< could be an optimal index for the study of
competitive balance in European football. Therefore, the weighting pattern offered
by the averaging approach followed for the design of SDCj is suggested as a

plausible benchmark for the study of competitive balance in European football.

After clarifying the key properties of the indices, what is recommended is their
empirical investigation in European football. For this reason, in the next chapter, we
will present an empirical study, which involves various European football leagues for
an extensive period to further illustrate the behaviour of the indices by means of a

cross examination across countries and/or seasons.
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Table 6.12a: Main Features of the Seasonal Indices Based on the Sensitivity Analysis

Index Positive Negative
+ Moderate sensitivity to the champion’s domination (Section 6.2.2). .. o ..
NAMSI | High sensitivity to the third level (Section 6.2.4). I 22%?1%‘:1’16" ;e;smv‘ty to the competition among the top K teams
+ Very low sensitivity to changes in the middle ranking places (Section 6.2.5). e
+ Insensitive to low values of competitive balance (Section 6.2.1). + Low sensitivity to the champion’s domination (Section 6.2.2).
HHI" > Moderate-low sensitivity to the third level (Section 6.2.4). + Low sensitivity to the competition among the top K teams (Section
+ Low sensitivity to changes in the middle ranking places (Section 6.2.5). 6.2.3).
b Moderate sensitivity to the third level (Section 6.2.4). r Low sensit.ivlity to the champipp’s domination (Section 6.2.2). .
AGINI o . . . . > Low sensitivity to the competition among the top K teams (Section
=, > Low sensitivity to changes in the middle ranking places (Section 6.2.5). 6.2.3).
§ + Insensitive to low values of competitive balance (Section 6.2.1). b Low sensitivity to the champion’s domination (Section 6.2.2).
§ AH + High sensitivity to the third level (Section 6.2.4). + Negligible sensitivity to the competition among the top K teams
“ b Low sensitivity to changes in the middle ranking places (Section 6.2.5). (Section 6.2.3).
> Low sensitivity to the champion’s domination (Section 6.2.2).
+ Insensitive to the competition among the top K teams (Section 6.2.3).
nlD + High sensitivity to the third level (Section 6.2.4). b Moderate-low sensitivity to the champion’s domination (Section 6.2.2).
+ Moderate sensitivity to changes in the middle ranking places (Section
6.2.5).
+ Insensitive to low values of competitive balance (Section 6.2.1).
nCBg. ¢ Negligible sensitivity to changes in the middle ranking places (Section 6.2.5). | Low sensitivity to the third level (Section 6.2.4).
+ High sensitivity to first & second level (Section 6.2.2 & Section 6.2.3).
+ Highest sensitivity to the champion’s domination (Section 6.2.2).
NCR, + Moderate sensitivity to the competition among the top K teams (Section 6.2.3). p Low sensitivity to the third level (Section 6.2.4).
+ Insensitive to changes in the middle ranking places (Section 6.2.5).
> Moderate-low sensitivity to the champion’s domination (Section 6.2.2).
NCRg + Insensitive to changes in the middle ranking places (Section 6.2.5). > Insensitive to the competition among the top K teams (Section 6.2.3).
- b Low sensitivity to the third level (Section 6.2.4).
;§ NCR! + Highest sensitivity to the third level (Section 6.2.4). > Low sensitivity to the champion’s domination (Section 6.2.2).
N + Insensitive to changes in the middle ranking places (Section 6.2.5). + Insensitive to the competition among the top K teams (Section 6.2.3).
> High sensitivity to the champion’s domination (Section 6.2.2).
ACRg > Moderate sensitivity to the competition among the top K teams (Section 6.2.3). p Low sensitivity to the third level (Section 6.2.4).
+ Insensitive to changes in the middle ranking places (Section 6.2.5).
+ Moderate sensitivity to the champion’s domination (Section 6.2.2). e .
SCR. Moderate sensitivity to the third level (Section 6.2.4). f Lsf’wt'.mo‘ée;a;e sensitivity to the competition among the top K teams
+ Insensitive to the changes in the middle ranking places (Section 6.2.5). (Section 6.2.3).

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).
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Table 6.12b: Main Features of the Between-seasons Indices Based on the Sensitivity Analysis

Index Positive Negative
+ Low sensitivity to the champion’s ranking mobility (Section 6.3.1).
T > Moderate-low sensitivity to third level (Section 6.3.3). + Very low sensitivity to the ranking mobility among the top K teams
= (Section 6.3.2).
§ + Low sensitivity to the champion’s ranking mobility (Section 6.3.1).
g |7 + Moderate-low sensitivity to third level (Section 6.3.3). + Very low sensitivity to the ranking mobility among the top K teams
3 (Section 6.3.2).
pN' [ Moderate sensitivity to the champion’s ranking mobility. > Low sensitivity to the ranking mobility among the top K teams (Section
! + Moderate sensitivity to third level (Section 6.3.3). 6.3.2).
+ Highest sensitivity to the champion’s ranking mobility (Section 6.3.1).
DN, + Moderate sensitivity to the ranking mobility among the top K teams + Very low-no sensitivity to third level (Section 6.3.3).
(Section 6.3.2).
> Moderate sensitivity to the champion’s ranking mobility (Section 6.3.1).
DNk + Moderate-low sensitivity to the ranking mobility among the top K teams  } Very low-no sensitivity to third level (Section 6.3.3).
- (Section 6.3.2).
"E DN’ + Highest sensitivity to third level. + Insensitive to first & second level (Section 6.3.1 and Section 6.3.2).
< + High sensitivity to the champion’s ranking mobility (Section 6.3.1).
ADNg  + Moderate-low sensitivity to the ranking mobility among the top K teams ¢ Very low-no sensitivity to third level (Section 6.3.3).
(Section 6.3.2).
+ Moderate sensitivity to the champion’s ranking mobility (Section 6.3.1).
spN' [ Mode.rate sensitivity to the ranking mobility among the top K teams
K | (Section 6.3.2).
+ Moderate-low sensitivity to third level (Section 6.3.3).

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).
The properties of the bi-dimensional indices is derived from their corresponding single-dimensional components.

152



Appendix of Chapter 6
The scenarios followed for the sensitivity analysis are presented in algorithmic steps.

For illustration purposes, there are 50 incremental steps implemented from the initial

to the final state. It is selected a 10-team league in which the first three qualify for

European tournaments while the last two are relegated to the immediate lower

league.
Table 6.13: Algorithmic Steps for the Scenario in Section 6.2.1
Sensitivity Analysis for Changes in the Value of Competitive Balance
Initial Perfect balance: all teams equally

Every team has 18 points

State  share the number of wins
. In each incremental step, the first
Teams at the upper half progresglvely team gather (max — 18)/50=(36-
gather the required number of wins " o .
e 18)/50=0.36 additional points, the
50 for the transition to complete i
) . second team (32-18)/50=0.28 and so
steps  imbalance. Similarly, teams on the
: on. The last and the second but the
bottom half lose the equivalent !
. last teams lose 0.36 and 0.28 points
number of wins .
respectively.
. CQmplete Imbalance: The first tearp The first team has 36 points, the
Final wins all games, the second team wins .
. second 32, the third 28, and so down
State  all games but those against the first . )
to the last team with no points.
and so on
Table 6.14: Algorithmic Steps for the Scenario in Section 6.2.2
Sensitivity Analysis for Changes in the First Level
Initial Perfect balance: all teams equally )
State  share the number of wins Every team has 18 points
The first team progressively gather In each incremental step, the first
the required number of wins for the team gather (max — 18)/50=(36-
50 transition to the complete domination. 18)/50=0.36 additional points. Given
steps  The remaining teams progressively that they lose all games against the
lose their games against the champion, each of the remaining
champion. teams lose 2/50=0.04 points.
. Compl@ tely dominated by the . The first team has 36 points whereas
Final champion league: The first team wins .
- each of the remaining teams has 16
State  all games, the remaining teams share

the remaining number of wins.

points.
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Table 6.15: Algorithmic Steps for the Scenario in Section 6.2.3

Sensitivity Analysis for Changes in the Second Level

Complete Imbalance: The first team

The first team has 36 points, the

Initial wins all games, the second team wins .
State  all games but those against the first fgctzlel(}az%‘[::};;tgirglzn% al;(iini: down
and so on. P )
The first team progressively lose the
required number of wins for the
transition to the perfect balance n each incremental step, the first
among the top three. Similarly, the .
S0 third team progressively gather the team lose (max — 32)/50=(36-
steps s valent Ir)lu n%ber of V\ZII r%s The 32)/50=0.08 points whereas the third
4 . ) team gather 0.08 additional points.
number of wins for the second and all
teams after the third place remains
unchanged.
Final Perfect balance among the top three Each of the first three teams has 32
State teams and complete imbalance after ~ points. The number of points for the
the third place. remaining teams remains unchanged.
Table 6.16: Algorithmic Steps for the Scenario in Section 6.2.4
Sensitivity Analysis for Changes in the Third Level
Initial Perfect balance: all teams equally .
State  share the number of wins. Every team has 18 points
In each incremental step, the last
The last two (relegated) teams team lose (18-min)/50=18/500.36
progressively lose the required ints and th 4 but the |
. " points and the second but the last
number of wins for the transition to - .
50 the complete imbalance for team lose (18- 4)/50=0.28 points.
steps P .. Given that they win all games against
relegatlop - The remaining teams the relegated teams, each of the
progressively win all games against remaining teams gz;ther (036 +
the two relegated teams. 0.28)/8=0.08 additional points.
. . Each of the first eight teams has 22
. Complete imbalance for relegation .
Final and perfect balance amone the points, the second but the last has 4
State P & points, and the last team has no

remaining teams.

points.
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Table 6.17: Algorithmic Steps for the Scenario in Section 6.2.5

Sensitivity Analysis for Changes in the Middle Ranking Places

Complete Imbalance: The first team

The first team has 36 points, the

Initial wins all games, the secqnd team wins second 32, the third 28, and so down
State  all games but those against the first . )
to the last team with no points.

and so on.

The fourth and fifth teams

p rogresswely lose the requlr‘ec‘l In each incremental step, the fourth

number of wins for the transition to 7

team lose (max — 18)/50=(24-

the perfect balance among the teams - .

o : . 18)/50=0.12 points and the fifth
50 in middle ranking places. Similarly, - .

) teams lose (20-18)/50=0.04 points.
steps  the sixth and seventh teams . .
rogressively gather the equivalent Sixth, seventh, and eighth tearps

p g . gather 0.04, 0.012, and 0.2 points

number of wins. The number of wins respectivel

for the top and bottom three teams p Y.

remains unchanged.

Complete imbalance for the top and The tqp three teams have 36, 32, and

. 28 points respectively. Each of the

Final bottom three teams and perfect teams in the middle has 18 points
State  balance among the teams in middle of P ’

the ladder.

The last three teams have 8, 4, and 0
points respectively.
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Chapter 7. Empirical Measurement of Competitive Balance in
European Football

Following our discussion for the sensitivity analysis, we now proceed to an empirical
investigation of eight European football leagues for the last 45-50 seasons. This
study in combination with the sensitivity analysis provides a powerful guidance and
standardization about the practical issues of the competitive balance indices. More
specifically, the sensitivity analysis, using various hypothetical competitive balance
scenarios, reveals interesting facts and properties about the main features of the
related indices. The empirical investigation, using real data from various domestic
leagues, may further elucidate the key points by exploring the value and the trend of
the indices both in Europe and country-wise. There is a limited number of empirical
studies of competitive balance across European football leagues (e.g., Goossens,
2006; Haan et al., 2002; Michie & Oughton, 2004, 2005a, 2005b), which renders the

current analysis particularly useful.

The results of any empirical study are reinforced by the size of the sample. Since the
objective is this study is the examination of competitive balance in European
football, we have included cross sectional data from various football leagues over an
extensive period of time. Consequently, using various statistical methods, the
empirical investigation enables a comparison across countries and seasons while a

special attention is given to Greece.

The presentation of the empirical results is organised in seven sub-sections.
Subsequent to the discussion of data and measurement issues, the value and then the
variability of competitive balance is investigated both in Europe and country-wise
using various descriptive statistics and ranking results for all indices, which is
followed by a cross examination of the three important levels in the multi-prized
structure of European football. A trend and cluster analysis of the comprehensive
indices that capture all levels may further elucidate the characteristics and the overall

competitive balance in Europe. This is followed by a correlation analysis which
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explores similarities and differences among the indices. Lastly, the concluding

remarks are presented in the final section of the present chapter.

7.1 Data and Measurement Issues
As presented in Table 7.1, the collected data concerns eight European countries®.

Table 7.1: Dataset

Country Starting season Ending season Total seasons
Belgium (BEL) 1966 2008 43
England (ENG) 1959 2008 50
France (FRA) 1959 2008 50
Germany (GER) 1963 2008 46
Greece (GRE) 1959 2008 50
Italy (ITA) 1959 2008 50
Norway (NOR) 1963 2008 46
Sweden (SWE) 1959 2008 50

Data selection was based on the following criteria®:

a) Availability of data for the fifty seasons. The starting season 1959 coincides
with the establishment of the highest league in Greece™*.

b) Representation from southern (Greece and Italy), central (Belgium, France,
and Germany) and northern Europe (England, Norway, and Sweden).

¢) Representation from both the top five leagues (England, France, Germany,
and Italy) and the group of smaller countries (Belgium, Greece, Norway, and
Sweden) in terms of their total revenues based on the distinction suggested by

Koning (2000), and Michie and Oughton (2004).

We calculated all indices in Table 6.1 on an annual basis using the final season
results from the available data®. Regarding the partial indices, they are selected

according to the particular interest in the domestic league. More specifically, the

* The name of the highest domestic league is not used, since it continually changes during the period
investigated.

 Historical data sources of the championship results and final rankings by season from the highest
league are presented in Table A.2 in the Appendix. Due to the promotion-relegation rule, the
calculation of some indices also requires data from the immediately lower league. The relevant data
sources are presented in Table A.3 in the Appendix.

 The first highest league was “A’ Ethniki”.

% Only the S index requires data collection at a game level. However, S cannot be calculated for
England due to a difficulty collecting the relevant data.
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number of teams in the second and the third level is determined by the specific
domestic league format. In particular, the number of teams that qualify for any
European tournament and are relegated to the lower division determines the number
of teams for the second and third levels. It must be noted that the number both of the
qualifying and the relegated teams greatly varies across countries and/or seasons.
Therefore, the partial indices have been calculated with the appropriate N, K, and /
for every season based on the data presented in Tables A.1, A4 and A.5 and

illustrated in Figures A.1, A2, and A3 in the Appendix.

Generally, the number of qualifying teams for European tournaments corresponds to
the top ranking positions. However, there are cases in which lower ranking teams,
even from a lower division (i.e. Lyn in Norway 1970), may qualify for European
tournaments, especially for the Cup Winners Cup. For that reason, the number of
qualifying teams (Table A.4 and Figure A.2 in the Appendix) is considered to be the
extended number of qualifying teams. This is also justifiable from the fans’
perspective, since their expectation is that the top teams participate in European
tournaments. Similarly, the number of relegated teams is legitimately extended by
those participating in play-off and/or play-out relegation games. For instance, in
Germany from 1981 to 1990 the last two teams in the league were immediately
relegated to the lower division. However, an additional team may be relegated, since
the last but two teams in the league participate in a play-off tournament with teams

from the lower division.

We could assume that the minimum number of qualifying teams is the top three. This
is reasonable based on the assumption that even in the leagues with the smallest
number of teams (i.e ten teams in Norway 1963-1971) fans are primarily interested at
least in the top three teams. The number of qualifying teams was quite small in the
early 1960’s, since pan-European championships had just began to emerge. There are
eleven cases in the dataset (all in the early 1960’s), in which the number of teams
qualifying for European tournaments is less than three. Similarly to the number of
qualifying teams, the minimum number of relegated teams is based on the

assumption that every team strives to avoid the undesirable last position, even when

158



that does not entail demotion. There is one single case in season 1975 in Greece, in
which no team was relegated. This was due to the increase in the number of teams

that made up the highest league “A’ Ethniki” the following season.

The period of five seasons is selected for the calculation of the aG index. This period
is also used from UEFA for both country and team rankings (UEFA, 2012).
Additionally, in the calculation only the immediate lower league is taken into
consideration since teams from other divisions have negligible chances to seriously
compete at the top level for a period of five subsequent seasons. The number of top
teams under investigation depends on the total number of teams in the league. For
leagues with a number of teams lower than 13 and higher than 17 the top 3 and 5
teams respectively are selected. On the other hand, for leagues with teams from 13-
17 the top 4 teams are selected. The number of the teams for the second division per

country and season are presented in Table A.6 in the Appendix.

7.2 The level of Competitive Balance in European Football
Our first task is the study of competitive balance in Europe by country, which is

common practice in most of the existing empirical studies in football (Goossens,
2006; Groot, 2008; Michie & Oughton, 2004). Table 7.2 below, which presents the
best and worst records for all indices along with their derived range, allows us to
make some interesting observations. It must be noted that more descriptive statistics
and a related graph with the mean values concerning all indices country-wise are
presented in the Appendix from Table A.9 to Table A.16. From Table 7.2 it is
obvious that most competitive leagues are attributed to Germany (1968) for the
seasonal and Norway (1987) for the between-seasons indices whereas the least
competitive to Greece (for several seasons). With the exception of aG in season
2008, the presence of England in the worst records column is due to equal values in

multiple cases.

It is interesting to note that the range of DN, reaches its maximum attainability. In
particular, the range of DN, equals unity, since the best and worst records are equal
to the lower and upper bounds of the index respectively. The appearance of the upper

bound (unity) for DN; in 124 out of a total 377 cases is justified, since it is reached

159



when a single team wins the championship for two consecutive seasons. On the other

hand, the lower bound (zero) DN; is achieved when the last promoted team wins the

championship the following season, which is a quite infrequent incident®.

Table 7.2: Best and Worst Records of the Indices

Best Worst
Index Country Season | Value | Country |Season | Value | Range
NAMSI | Germany 1968 0.195 | Greece 2002  0.634 | 0.438
HHI" Germany 1968 0.038 | Greece 2002 0.401 | 0.363
AGINI Germany 1968 0.179 | Greece 2002  0.621 | 0.442
AH Germany 1968 0.031 | Norway 1965  0.380 | 0.349
— | niD Germany 1968 0.167 | Greece 2002  0.633 | 0.466
§ NCR, Sweden 1968 0.227 | Greece 1999  0.824 | 0.596
§ NCRg Germany 1968 0.181 | Greece 1997  0.700 | 0.519
“ NCR' Germany 1968 0.172 | Sweden 1967  0.675 | 0.503
ANCRg | Germany 1968 0.229 | Greece 1972 0.744 | 0.515
SCR}, Germany 1968 0.221 | Greece 1972  0.699 | 0.478
nCBgual France 1964 0.094 Greece 1999 0.539 | 0.446
S Germany 1968 0.179 | Greece 2002  0.621 | 0.442
T Norway 1987 0.348 | Greece 1972 0.882 | 0.534
T Norway 1987 0.297 | Greece 1972  0.954 | 0.656
§ DN’ Norway 1987 0.222 | Greece 1972  0.815 | 0.593
§ DN, England 1977 0.000 | England 2008  1.000" | 1.000
g DNk France 1977 0.344 | Greece 2007 1.000 | 0.656
: | DNV Norway 2004  0.212 | England 1997 1.000" | 0.788
& | ADNg Norway 1987 0.204 | Greece 2007  1.000 | 0.796
SDN Norway 1987 0.245 | Greece 1960 0972 | 0.726
aG France 1964 0.164 | England 2008  0.925 | 0.762
<3 | DC Sweden 1968 0.114 | Greece 1999 0912 | 0.798
;'§J DC! Norway 2004 0.265 | Sweden 1967  0.838 | 0.572
EQ§ ADCk Sweden 1968 0.235 | Greece 2000  0.838 | 0.602
T | SDCr. Norway 1987 0.269 | Greece 1999  0.800 | 0.531

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

“On this table appear the most recent of the multiple cases with the same value of unity.

*% 1t should be reminded that the promoted teams are orderly assigned the ranking place of the

relegated teams.
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In fact, there are only two cases in which DN, takes the value of zero. More
specifically, the first case concerns the remarkable for England 1977 season, during
which Nottingham Forrest (the third out of three promoted teams) won the league
while the second case concerns the 1968 season for Sweden, during which Osters IF
(the second out of two promoted teams) also won the championship title. In reality,
for the entire investigated period, nine cases are reported in which a promoted team

becomes the champion as is presented in Table 7.3.

Table 7.3: From Promotion to the Championship Title

Rankin ~ Number of Total

Country Season Team the lower  Promoted Number of DN,
division teams teams

England 1977 Nottingham 3rd 3 22 "0.000
Sweden 1968 Osters IF 2nd 2 12 "0.000
England 1961 Ipswich Ist 2 22 0.047
France 1977 Monaco 2nd 3 20 70.053
France 1963 St. Etienne Ist 3 18 0.059
Norway 1987 Moss Ist 2 12 0.091
Sweden 1961 IF Elfsborg Ist 2 12 0.091
Norway 1967 Rosenborg Ist 2 10 0.111

Germany 1997  FC Kaiserslautern Ist 3 18 0.118

“In Sweden 1968 the number of promoted teams was two and Osters IF was assigned to the very last
position since it was the second promoted team in season 1967. In the same way, in England 1977
the number of promoted teams was three and Nottingham Forrest was assigned to the very last
position since it was the third promoted team in season 1976.

“The DN, value is not zero for France because three teams were promoted in 1977.

Furthermore, there are nine cases that DN’ reaches its upper bound, which is defined
as the minimum ranking mobility of relegated teams or absence of dynamic
competition for relegation. In that case, promoted teams are immediately relegated to
the following season exactly in the same ranking order. Also DNk and ADNk indices
reach their upper bound in season 2007 in Greece, during which the ranking position
of the top qualifying teams remains unchanged from the previous season. In seasons
2006 and 2007 there are four teams that qualify for European championship in
Greece. The ranking order in both seasons is: 1) Olympiakos, 2) AEK Athens, 3)
Panathinaikos, 4) Aris.
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7.3 Variability of the Indices
Generally, the range of the indices is considerably large, which is indicative of a

great variability in the competitive balance value. This variability is mainly derived
from three important sources:
a) The variation of competitive balance across countries.
b) The variation of competitive balance within countries: this concerns the
different aspects of competitive balance the indices possess.

c) The variation of competitive balance across seasons.

7.3.1 Variability of the Indices across Countries
To further explore the variability across countries, the mean values of each index per

country are investigated, as is presented in Table 7.4. The variability of the indices
across countries indicates that domestic championships are quite dissimilar in terms
of competitive balance. Moreover, across European countries, the largest and
smallest mean differences- are observed for the aG and DC” indices respectively. The
former is an indication of a variant behaviour of teams at the top while the latter is an
indication of a similar behaviour of teams at the bottom of the ladder. The above
statement is further reinforced by the relatively small mean difference in the DC” as
compared to the DC; and ADCk indices. This statement is also supported by the
relevant SD. It is important to further emphasise the larger variability among partial
indices in the between-seasons than in the seasonal dimension. The latter may be an
indication of closer championships within the season than across seasons. Lastly, it
seems to be the case that Greece is the least competitive country, since it displays the

highest values in almost every index.

In essence, using raw numbers, it is difficult to further distinguish the best and the
worst countries in the dataset. For that reason, the ranking of countries by index,
from the most to the least competitive, is presented in Table 7.5. Additionally, the
frequency of ranking scores by country is presented in Table 7.6 and graphically
illustrated in Figure 7.1. It can be verified that Greece is ranked last in almost every
index while Belgium is ranked second but the last. Additionally, for the seasonal

dimension the best country is France followed by Germany and England.
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Table 7.4: Mean Values of the Indices Country-wise

Index | BEL | ENG | FRA | GER | GRE | ITA | NOR | SWE .
Range| SD
NAMSI| 0.453 | 0.378 | 0.344 | 0.378 | 0.496 | 0.423 | 0.421 | 0.414 | 0.152 | 0.048
HHI™ | 0.208 | 0.148 | 0.121 | 0.147 | 0.252 | 0.181 | 0.183 | 0.177 | 0.131 | 0.041
AGINI | 0.436 | 0.362 | 0.329 | 0.364 | 0.470 | 0.405 | 0.404 | 0.398 | 0.141 | 0.045
AH 0.172 | 0.124 | 0.102 | 0.124 | 0.210 | 0.152 | 0.158 | 0.153 | 0.108 | 0.033
— mniD 0.428 | 0.350 | 0.315 | 0.352 | 0.461 | 0.397 | 0.395 | 0.386 | 0.146 | 0.046
§ NCR; | 0.568 | 0.487 | 0.445 | 0.456 | 0.614 | 0.516 | 0.460 | 0.442 | 0.172 | 0.063
§ NCRg | 0.472 | 0.384 | 0.350 | 0.367 | 0.548 | 0.412 | 0.399 | 0.392 | 0.198 | 0.065
. NCR' | 0.437 | 0.364 | 0.337 | 0.371 | 0.431 | 0.386 | 0.409 | 0.424 | 0.100 | 0.036
ACRg | 0.517 | 0.430 | 0.390 | 0.403 | 0.582 | 0.457 | 0.424 | 0.413 | 0.192 | 0.066
SCR;. | 0.503 | 0.419 | 0.382 | 0.399 | 0.551 | 0.447 | 0.421 | 0.416 | 0.169 | 0.057
nCBguar| 0.246 | 0.184 | 0.159 | 0.179 | 0.294 | 0.215 | 0.208 | 0.198 | 0.135 | 0.043
S 0436 | ™ 0328 |0.363 | 0.469 | 0.404 | 0.403 | 0.396 | 0.141 | 0.046
T 0.722 | 0.687 | 0.661 | 0.700 | 0.780 | 0.732 | 0.642 | 0.673 | 0.138 | 0.044
I 0.800 | 0.756 | 0.726 | 0.771 | 0.864 | 0.814 | 0.693 | 0.730 | 0.171 | 0.055
< DN, ]0.602 | 0.567 | 0.532 | 0.574 | 0.679 | 0.614 | 0.500 | 0.539 | 0.179 | 0.056
§ DN, 0.895 | 0.850 | 0.837 | 0.823 | 0.931 | 0.878 | 0.818 | 0.732 | 0.199 | 0.060
i DNk | 0.798 | 0.717 | 0.695 | 0.691 | 0.855 | 0.733 | 0.644 | 0.644 | 0.211 | 0.073
§ DN’ 0.749 | 0.725 | 0.713 | 0.744 | 0.769 | 0.740 | 0.668 | 0.734 | 0.101 | 0.030
& HUDNg | 0.851 1 0.793 | 0.760 | 0.750 | 0.892 | 0.810 | 0.708 | 0.687 | 0.205 | 0.069
SDN | 0.833 | 0.783 | 0.751 | 0.749 | 0.868 | 0.800 | 0.700 | 0.699 | 0.169 | 0.060
aG 0.588 | 0.568 | 0.486 | 0.597 | 0.778 | 0.652 | 0.456 | 0.518 | 0.322 | 0.102
< DC 0.732 | 0.671 | 0.640 | 0.639 | 0.772 | 0.696 | 0.641 | 0.587 | 0.185 | 0.059
. .§ DC’ 0.594 | 0.546 | 0.524 | 0.558 | 0.599 | 0.564 | 0.539 | 0.577 | 0.075 | 0.026
S § ADCk | 0.684 | 0.613 | 0.574 | 0.576 | 0.736 | 0.633 | 0.567 | 0.549 | 0.187 | 0.065
B SDCI,I< 0.668 | 0.602 | 0.565 | 0.574 | 0.709 | 0.623 | 0.561 | 0.556 | 0.153 | 0.056

Range 0.723 | 0.726 | 0.735 | 0.699 | 0.721 | 0.726 | 0.660 | 0.581

SD 0.200 | 0.209 | 0.208 | 0.203 | 0.205 | 0.205 | 0.170 | 0.171

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

"SD refers to the entire data set while Range refers to the mean values by country.

“The S index was not calculated for England.

On the other hand, Norway and Sweden are the best countries in the between-seasons

dimension. Bi-dimensionally, Sweden and Norway are the best countries followed by

Germany. It can also be drawn that England, France, and Germany perform relatively
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better in the seasonal than in the between-seasons dimension in terms of competitive
balance. On the contrary, Norway and Sweden are ranked higher in the between-
season than in the seasonal dimension. The remaining three countries, that is, Italy,
Belgium, and Greece, are ranked in that particular order the last three positions in

both dimensions.

Table 7.5: Ranking of Countries by Index

Index BEL | ENG | FRA | GER | GRE | ITA
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An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

A closer observation of the seasonal ranking results reveals that Sweden performs

much better when it is measured using NCR, as compared to NCR'. The latter may be
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an indication of a better competition for the championship title than for the

relegation. A mirror image holds for England in which competition for relegation

looks more promising than that for the championship title. Regarding the between-

seasons ranking results, Norway performs by far better as compared to the other

countries. At this point, it is important to note the similarities that hold between

Germany and Sweden with respect to the DN’ and G indices. More specifically, the

lower relative performance of DN’ is suggestive of lower ranking mobility or

dynamic competition for relegation rather than for the top ranking places. On the

other hand, the lower performance of aG is indicative of a lower mobility at the top

ranking places for the period of five seasons rather than for two consecutive seasons.

Table 7.6: Frequency of Ranking Scores by Country

BEL ENG FRA GER GRE ITA NOR SWE

Ranking
1™ 12 5 8
2nd 5 6 7 7
31 6 3 10 6
4t 5 4 3 2 3 8
5t 1 9 3 3 8 1
6" 3 2 16 2 6
70 20 1 4
gh 1 24
Figure 7.1: Frequency of Ranking Scores by Country
25 8 Ranking
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7.3.2 Variability of the Indices within Countries
Returning to Table 7.4, we observe that variability of the indices is greater within

rather than across countries, since both the range and the SD are higher vertically
than horizontally. This is reasonable since, as was shown in the sensitivity analysis,
indices capture different aspects of competitive balance. To effectively illustrate this
variability, the study of the indices in Europe is employed. Based on the median
value in Europe, the indices are orderly depicted and a comparison is attempted with
Greece in the box-plot presented in Figure 7.2. For a further analysis, all descriptive
statistics of the indices in Europe (Table A.17) and box-plots per country (Figures
A.4-A.11) are presented in the Appendix.

Figure 7.2: Box-plot of the Indices in Europe; Comparison with Greece
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An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

The highly skewed distribution of DN, is explained by the already noticed large
number of cases reaching the upper bound of the index. Moreover, DN; displays
many outliers and the most extreme values which are explained by Table 7.3. As a
result, the bi-dimensional DC, also displays a rather large number of outliers and
extreme values. The range of the median values among indices in Europe is 0.784,
which is quite large given the feasible range of all indices from zero to unity. In

particular, DN, displays the highest while AH displays the lowest median value. In
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particular, DN, is very close to its upper bound (0.933) suggesting that the relative

mobility of the champion from season to season is very small in European football.

Therefore, what causes concern is the champion’s dynamic domination or the
tendency to remain in the first place for two adjacent seasons. By contrast, following
sensitivity analysis, the low values of AH (0.142) implies acceptable values of the
overall seasonal concentration. Generally, what is derived from the previous graph is
that the seasonal indices display lower values than the between-seasons indices while

bi-dimensional indices stand in between.

In particular, the seasonal dimension does not seem to present an issue for European
football, since it reaches tolerable values of competitive balance (values lower than
0.5). On the other hand, what is a cause for concern is the between-seasons
dimension, in that it reaches values close to complete imbalance (values higher than
0.5 and close to unity). It must be noted that the champion’s seasonal domination,
which is best captured by NCR;, is much lower (0.5) than the champion’s dynamic
domination (DN;=0.933). Therefore, it may be stated that, in contrast to the dynamic,
seasonal domination by the champion does not present an issue for the European

football since it shows medium values.

Similar conclusions may be drawn from the ranking mobility and the seasonal
weakness of the relegated teams, which are best captured by the DN’ and the NCR’
indices respectively. In particular, DN’ exhibits much higher values than NCR'; thus,
the dynamic weakness or tendency of the promoted teams to be relegated the
following season causes more concern than their seasonal weakness. Therefore, the
comparison between the two dimensions indicates competitive championships in the
course of a particular season but absence of dynamic competition or ranking mobility

from season to season in European football.
It may also be drawn from Figure 7.2 that partial indices have higher values than the

summary indices in both dimensions. In reality, this phenomenon is noticeable only

in the partial indices that capture teams at the top. The partial indices for relegated
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teams are very close to the summary ones. Therefore, it may be inferred that
competition in the middle is higher than in the top and comparable with that in the
bottom ranking places. This signifies that the promotion-relegation rule greatly
contributes to a more competitive championship and, thus, proves to be a useful
mechanism in European football. On the other hand, the higher the ranking position,
the more noticeable the predominance becomes. For illustration, NCR;, DN, and DC,;
are ranked first among the seasonal, between-seasons, and bi-dimensional partial
indices respectively. This is indicative of less competition for the first as compared to
the remaining ranking positions, which may be interpreted as the champion’s
negative contribution to a balanced league. Additionally, ACRx and ADNk display
higher values than their corresponding NCRx and DNk indices. This signifies lower
competition among the top K teams than domination by the same teams. Therefore, it
may be inferred that also the competition among the top K teams negatively

contributes to a balanced league.

Lastly, some interesting remarks may also be drawn for the summary indices. More
specifically, nCB,q, HHI*, and AH display considerably lower values than the
remaining summary seasonal indices. This verifies mediocre values of seasonal

competitive balance which are considered acceptable to European football.
Additionally, the value of the between-seasons summary indices (7, 7, and DN j)

may be explained by their sensitivity to the first level. In particular, the higher value
of r; confirms high values of the champion’s dynamic domination. It is important to
note at this point that the last two statements confirm the conclusions drawn from the

sensitivity analysis.

In the box-plot in Figure 7.2, as is expected, in every index Greece displays values
higher than in Europe. Actually, most of the median values in Greece are even higher
than third quartile in Europe, and therefore, Greek championships are much less
competitive than the remaining ones in the dataset. Interestingly enough, the median
value for DN, in Greece reaches the upper bound of unity which is interpreted as
extreme values of the champion’s dynamic domination. On the other hand, Greece

displays median values very close to European median only for the indices that
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capture the performance of the relegated teams. This indicates that the promotion-
relegation rule is quite effective for the enhancement of competitive balance in
Greece. Furthermore, this also confirms the findings for a similar behaviour of

relegated teams at European level.

7.3.3 Variability across Seasons
With reference to the variability across seasons, it is instructive to study the

behaviour of the indices for the entire period in every country. More specifically, a
decade ranking is investigated, which indicates the best and the worst periods in
terms of competitive balance. Additionally, a Moving Average (MA) for five years
time series is examined, which further illustrates the fluctuation and compares the
behaviour of the indices country-wise. The study focuses on Greece while the

analysis for the remaining European countries is presented in Appendix B.

The ranking of decades in Greece, from the most to the least competitive, is
presented in Table 7.7. The relevant ranking frequency results from Table 7.8 and
Figure 7.3 clearly demonstrate that 1979-1988 is the most competitive decade in
Greece. Concerning that decade, the only exception is the lower ranking of the DN’
and aG indices. The former signifies a tendency of lower ranking teams to be
relegated while the latter signifies a relatively unchanged identity of the top ranking

teams across seasons.

On the other hand, the least competitive decade is the recent 1999-2008 decade. An
exception to this decade is the high ranking performance of DN’ which may be
interpreted as a higher probability for teams close to the top to be relegated the
following season. It can also be inferred from the decade ranking that competitive
balance in Greece does not follow a linear pattern. The fact that the best ranking

decade is in the middle of the investigated period implies a quadratic trend.

The trend pattern and fluctuation of the indices is effectively depicted by the MA(S)
time series, which is illustrated in Graphs 1-5 in Figure 7.4. In Graph 1 an almost
identical pattern is noted among summary seasonal indices, which is an indication of

strong correlation. It is also observed that those indices formulate two distinct
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groups. In particular, the indices NAMSI, AGINI, nID, and S form the group with the
higher level, whereas the indices HHI*, AH, and nCB,,, form the group with the
lower level. A justification for the latter may be provided by the design of the indices

and signifies medium levels of seasonal competitive balance.

Table 7.7: Decade Ranking for All Indices in Greece

Index | 7959-1968 | 1969-1978 | 1979-1988 | 1989-1998 | 1999-2008
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An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

Remarkably, the values of the AGINI and S indices are strikingly similar, although

they are very different in nature, since their percentage difference is only 0.25% for

170



the entire dataset. Consequently, given this similarity with AGINI, the inability to
calculate the S index for England is not considered to be important. Therefore, to
clarify the reason for that similarity further research is required in the structural

design of the indices.

Table 7.8: Frequency of Ranking Scores of the Indices by Decade in Greece

1959-1968  1969-1978  1979-1988  1989-1998  1999-2008

Ranking
1 22 3
ond 7 9 1 7 1
3rd 6 4 13 2
4™t 4 11 2 1 7
5th 8 1 1 15

Figure 7.3: Frequency of Ranking Scores of the Indices by Decade in Greece
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In Graph 2 a considerable difference is observed between the values of NCR; and
NCR' indices. This is a strong indication for a greater competition for the relegation
places than for the champion. In Graph 3, the extremely high values of partial
between-seasons indices is illustrated, which is indicative of a considerably
unbalanced league across seasons. In that graph, the large gap between the DN, and
DN’ indices should also be emphasised. Based on the properties of those indices, it
may be drawn that there is a greater diversity in the identity of the relegated teams as

compared to that of the champion across seasons. Alternatively, the promotion-
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relegation rule contributes more than the champion to a dynamically balanced

championship.

The high value of summary between-seasons indices in Graph 4 may be interpreted
as low degree of overall ranking mobility across seasons. Additionally, those indices
also exhibit an identical trend pattern, which implies strong correlation. The fact that
ry display the highest values may be explained by the champion’s extreme dynamic
domination, which is more noticeable in Graph 5 that refers to the bi-dimensional
indices. From this graph what can be verified is more competition in the bottom than
in the top ranking places. It is worth mentioning that most indices display lower
values during the middle of 1980’s, which verifies that that decade was the most
competitive in Greece. The trend pattern of the indices in the time series presentation

intensifies the evidence for the previously implied quadratic trend.

Figure 7.4a: MA(S) for All Indices in Greece
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An overview of the indices by type and dimension is presented in Table 6.1 (p.132).
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Figure 7.4b: MA(S) for All Indices in Greece
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An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

7.4 A Cross Examination of the Three Levels in European Football
To further explore competitive balance in European football, a cross examination of

the three important levels is attempted. More specifically, we investigate the
behaviour of three-levelled indices for multi-prized structured leagues across

countries and seasons using 10-season averages.
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7.4.1 First Level
The first level is captured by the bi-dimensional DC; index, which is simply the

average of the seasonal NCR, and between-seasons DN, indices. The mean value of
those indices by decade average for every country is presented in Table 7.9. As was
expected, NCR, displays lower values than DN, in every decade for all countries.
This indicates a persistently more dynamic than a seasonal domination by the

champion.

Table 7.9: Dynamic Concentration for the Champion (DC;) by Decade Average

Decade Index ~BEL ENG FRA GER GRE ITA NOR SWE

NCR;: | 0533 0433 0428 0390 0642 0518 0435 0.464
1959-  DN;: | 0933 0.693 0.774 0.586 0.958 0.861 0.533 0.556
1968 pcy: | 0733 0.563  0.601 0.488 0.800 0.689 0.484 0.510

NCR;: | 0506 0.460 0.457 0.456 0.652 0.490 0454 0.467
1969-  DN;: | 0.897 0.757 0.826 0.900 0.928 0.887 0.856 0.732
1978  DCy: | 0702 0.608 0.642 0.678 0.790 0.688 0.655 0.599

NCR;: | 0574 0447 0.458 0.485 0480 0.477 0409 0.462
1979- DN;: | 0882 0.883 0.816 0918 0.824 0.823 0.691 0.782
1988  DCy: | 0.728 0.665 0.637 0.701 0.652 0.650 0.550 0.622

NCR;: | 0.603 0483 0.457 0434 0.641 0.503 0.540 0.408
1989-  DN;: | 0906 0.934 0.859 0.738 0.959 0.882 0.936 0.804
1998  DCyp: | 0.754 0.708 0.658 0.586 0.800 0.693 0.738 0.606

NCR;: | 0.600 0.613 0.427 0.488 0.657 0.589 0.454 0.408
DN;: | 0.888 0968 0.907 0.853 0.987 0.937 0.931 0.770
DCy: | 0.744 0.791 0.667 0.671 0.822 0.763 0.692 0.589

1999-
2008

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

It must be noted that Greece exhibits the highest values for both the NCR; and the
DN indices. For instance, the value of DN, in the most recent decade is very close to
complete imbalance (0.987). An improvement in the middle of the 1980’s may be
interpreted as a greater competition for the championship title in Greece. During that
period, we should also point out the lower performance of the traditionally strong

teams in addition to the championship title for the first time by the teams PAOK and
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Larissa. Traditionally, the strongest teams in Greece are considered Olympiakos,

Panathinaikos, and AEK Athens.

On the other hand, the most competitive country in the first level is Sweden,
although an increase is observed in the last decade, which is mainly derived from the
gradual increase in DN, since the corresponding NCR; decreases. This signifies an
increase in the champion’s dynamic domination in contrast to a lower seasonal
domination. Alternatively, despite the greater seasonal competition, the stronger

team finally wins the championship title.

In England, there is a remarkable deterioration of competitive balance across
decades. It is notable that during the most recent decade competition for the first
level reaches values close to complete imbalance, which may be explained by the
considerably high values in the champion’s domination both for the seasonal and the
between-seasons dimensions. During that decade, six out of ten champions won the
title with more than ten-point difference while Manchester United won six out of ten

championships.

In Norway, there is a worsening in DN, in the last two decades due to dynamic
domination by Rosenborg which won the title for thirteen consecutive seasons (from
1992 to 2004). During the last decade, the champion’s dynamic concentration (DC)
in France, Germany, and Norway follow Sweden’s best performance with medium to
high values. On the other hand, England, Italy, and Belgium follow the poor

performance of Greece with high to very high values in the DC; index.

7.4.2 First & Second Level
In what follows, we investigate the first two levels captured by the bi-dimensional

ADC¥ index and its components ACRg and ADNy indices. The mean value by decade
average for every country is presented in Table 7.10. Similarly to the first level, the
seasonal dimension displays considerably lower values than the between-seasons
dimension. This may be interpreted as more dynamic than a seasonal domination by
the top K teams. However, the value of ADCk is lower than that of DC, which

indicates a greater competition for the top K rather than for the first place.
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Table 7.10: Advanced Dynamic Concentration (4DCg) by Decade Average

Decade Index ~BEL ENG FRA GER GRE ITA NOR SWE

ACRyx: | 0481 0400 0378 0333 0.620 0.462 0.420 0.444
1959-  ADNy: | 0.826 0.715 0.759 0.614 0.938 0.814 0.587 0.547
1968 ADCk: | 0.653 0.558 0.568 0.473 0.779 0.638 0.503 0.496

ACRg: | 0474 0402 0392 0397 0.620 0.452 0432 0.409
1969- ADNk: | 0.870 0.751 0.734 0.769 0.878 0.793 0.687 0.726
1978  ADCg: | 0.672 0.577 0.563 0.583 0.749 0.622 0.560 0.567

ACRg: | 0.519 0399 0419 0.444 0.452 0424 0383 0.428
1979- ADNk: | 0.831 0.800 0.765 0.838 0.805 0.796 0.652 0.725
1988  ADCg: | 0.675 0.600 0.592 0.641 0.629 0.610 0.517 0.576

ACRg: | 0.533 0429 0399 0382 0.597 0436 0475 0.382
1989- ADNk: | 0.826 0.798 0.808 0.687 0917 0.809 0.800 0.710
1998  ADCg: | 0.680 0.613 0.603 0.534 0.757 0.622 0.638 0.546

ACRg: | 0.551 0.519 0364 0.430 0.621 0513 0.407 0.403
ADNg: | 0.882 0.894 0.733 0.775 0.925 0.839 0.754 0.712
ADCg: | 0.716 0.707 0.549 0.603 0.773 0.676 0.580 0.557

1999-
2008

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

Greece displays the highest value in every decade except for the third one, which
confirms the improvement of competitive balance during the middle of the 1980’s.
The relevant pattern in England suggests a considerable deterioration during the last
decade. France along with the Scandinavian countries and Germany, are the most
competitive countries at least during the last decade. On the other hand, Belgium and

Italy display similarly high values of imbalance as those noticed for Greece.

7.4.3 Third Level
The third level is captured by the bi-dimensional DC’ index and its component NCR’

and DN’ indices. The mean values are presented by decade average for every country
in Table 7.11. As is expected, the seasonal dimension displays considerably lower
values that the between-seasons dimension, which may be interpreted as more

dynamic than seasonal weakness of the relegated teams.
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Table 7.11: Dynamic Concentration for Relegated Teams (DCH
by Decade Average

Decade Index ~BEL ENG FRA GER GRE ITA NOR SWE

NCR' | 0393 0353 0335 0359 0408 0375 0417 0515
1959- pNL | 0661 0681 0644 0735 0.793 0.705 0.625 0.767
1968 pcl. | 0527 0517 0489 0547 0.601 0540 0.521 0.641

NCR' | 0433 0369 0342 0377 0.443 0369 0475 0.413
1969- DN': | 0.689 0.695 0.651 0.736 0.769 0.772 0.625 0.778
1978 DC": | 0561 0.532 0.496 0.557 0.606 0.571 0.550 0.596

NCR' | 0419 0346 0354 0383 0.389 0.354 0363 0.394
1979- DN | 0.813 0.688 0.778 0.764 0.769 0.738 0.696 0.684
1988 pc': | 0.616 0517 0.566 0.574 0.579 0.546 0.530 0.539

NCR' | 0450 0334 0334 0351 0421 0428 0407 0.384
1989-  DN: | 0.694 0.776 0.755 0.755 0.747 0.802 0.653 0.693
1998 pc': | 0572 0555 0.545 0.553 0.584 0.615 0.530 0.538

1999 NCR' | 0460 0.420 0.323 0.381 0.491 0406 0386 0413
2008- DN": | 0.819 0.782 0.730 0.724 0.769 0.682 0.721 0.749
DC': | 0.640 0.601 0.527 0.553 0.630 0.544 0.553 0.581

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

Nevertheless, the total level of DC' is much lower than for the other two levels,
which indicates a greater competition at the bottom than at the top of the ladder.
Moreover, less variation is observed among countries, since values range between
0.5 and 0.6. An exemption to the latter is the high value in Sweden (0.641) and in
Belgium (0.640) of the first and the last decades respectively.

England displays its highest value during the most recent decade, which further
strengthens the findings that it is the least competitive decade. The fact that Greece
exhibits medium values may be interpreted as a greater contribution of the
promotion-relegation rule to an enhanced competitive balance in that country. On the
other hand, the same rule is less effective in countries with lower values in the first

two levels, such as France, Germany, and the Scandinavian countries.
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7.5 Analysis of Comprehensive Indices & Overall Competitive Balance
The task of investigating the behaviour of comprehensive indices is particularly

interesting, since they capture all three levels. Firstly, the trend analysis is employed

in order to study the fluctuation of seasonal SCR; as contrasted with the between-

seasons SDN 11< index. Secondly, important observations for the overall competitive
balance both in Europe and country-wise can be drawn from the more sophisticated

SDCI,I< index, which captures all three levels for both dimensions. Lastly, the cluster

analysis, using the SDC}( index, enables us to determine whether European countries

in our dataset form distinctive groups in terms of competitive balance status.

7.5.1 Trend Analysis
Trend analysis is a helpful tool for the study of the fluctuation of competitive balance

across seasons. Before doing that, however, the unit root tests of the Augmented
Dickey-Fuller (ADF) (Dickey & Fuller, 1979) and Philips-Perron (PP) (Phillips &
Perron, 1988) are employed for the nonstationarity issue of the time series. In Table
7.12 the relevant unit root test results are reported. All cases provide support for a

rejection of the unit root hypothesis for all time series except for the ADF test on

SCR;. in Greece.

At this point, considering all series to be stationary, we can proceed to the testing of
a deterministic trend. The trend analysis for every country is tested via Ordinary
Least Squares (OLS) and the results are presented in Table 7.13. For interpretation
issues, the analysis in this empirical research is limited to a linear, quadratic, and
cubic trend effects. No significant trend was found for any country and dimension.
Due to data volatility, smoothed time series via MA(5) is selected to better illustrate
the fluctuation of competitive balance in Figure 7.5. In this figure the trend line is
depicted only when it is found to be significant. Essentially, the evolution of the

seasonal dimension is contrasted with the between-seasons dimension for every

country. As was expected, the between-seasons SDN 11< fluctuates in a considerably

higher level than the seasonal SDC}..
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Table 7.12: Statistic Values for ADF and PP Unit Root Tests for Comprehensive

SCRy and SDN. Indices
ADF (p)* PP(I)’

Country Index Constant CO}E‘;‘EI & Constant CO}E‘;‘EI &
Belgium SCR}, -2.947:*(1) -6.831:: (0) -5.9zo:: (3) -6.821:: )
SDNL 621877 (0)  -6.369"7(0) -6.225" (1) -6.370"" (1)

England SCRL -4.815:* (0) -5.983:: (0) -5.089:: 4) -6.124: (3)
SDNL -3.1267 (1)  -8.07977(0) -5.652"" (3) -8.006"" (2)

France SCRL  -5766""(0)  -5.671"(0) -5.752"7(2) -5.653" (2)
SDNL 56807 (0)  -5.63977(0) -5.57377(5) -5.526" (5)

Germany SCRL -6.973: (0) -7.381:: (0) -6.994: ) -7.364::(1)
SDNL  -5474"7(0)  -5.40577(0) -5.492"" (3) -5.427"7 (3)

Creece SCRL  -1.725 (2)  -1.767 (2) -4.5657 (5) -4.5237 (5)
SDNL 44167 (0)  -4.39577(0) -437077 (1) -4.34477(1)

ealy SCRL -6.250: (0) -6.741:: (0) -6.379:: (3) -6.794: (3)
SDNL  -7.57777(0)  -7.57277(0) -7.590" (1) -7.605" (2)

Norway SCR}, -5.131:: (0) -5.077:: (0) -5.083:: 4) -5.028:** 4)
SDNL ~ -5.47577(0)  -6.10977 (0) -5.457 (1) -6.138" (2)

Soreden SCRL  -6.14277(0)  -6.361"7(0) -6.627" (1) -6.352"" (1)
SDNL  -6.626"(0)  -6.770" (0) -6.617 " (2) -6.766" (3)

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

“p = Stands for the number of lags which is determined using the Schwartz Information Criterion.
b1 = Stands for the Bandwidth which is determined by the Newey-West (1994) Bandwidth using

Bartlett kernel.

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

Critical values are based on tables presented by MacKinnon (1991, 1996).

After close observation of trend results, we should highlight the strong upward linear
trend in England in both dimensions. To put this in perspective, the total increase for
the entire period rises up to 36% and 30% for the seasonal and the between-seasons
dimensions respectively. That may be interpreted as a serious deterioration of

competitive balance in England in the course of seasons.
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Table 7.13: Coefficients of the Trend Regression Model
for SCR}, and SDN} Indices per Country

Country Index C r r r
! 0.445 0.0019"
Beloi SCR (0.021) (0.0007)
elgmum SON! 0807 0.0009
K (0.028) (0.0009)
I 0.355 0.0027""
England SCRK (0.018)*** (0'0006)***
& SOV 0.677 0.0042
K (0.028) (0.008)
I 0385 -0.0001
France SCRy (0.018) (-0.0006)
SDN! 0.740"" 0.0004
K (0.035) (0.0012)
I 0.366 0.0012
German SCRy (0.022) (0.0007)
Y SDN! 0.359"" 0.0547""  -0.0021™"  0.0001""
K (0.108) (0.015) (-0.0006) (0.000)
I 0.626" -0.0099™"  0.0002™"
Greece SCRy (0.032) (0.003) (0.000)
SDN! 0.931"" -0.0076™"  0.0002""
K (0.025) (-0.002) (0.000)
I 04717 -0.0049™"  0.0001™"
Tial SCRy (0.019) (0.002) (0.000)
Y SOV 0.792""  0.0003
K (0.181) (0.0007)
I 0.4217" -0.0001
Norwa SCRy (0.025) (0.0008)
i SOV 0616™  0.0031"
K (0.041) (0.0013)
! 0.448"" -0.0013"
Sweden SCRy (0.019) (0.0007)
SDN! 0.657"" 0.0016
K (0.037) (0.0013)

SCR} and SDN; indices capture all three important levels for multi-prized European football

leagues for the seasonal and between-seasons dimension of competitive balance respectively.
The numbers in parentheses are standard errors; In cases with no significant trend, coefficients are
presented only for linear trend 7; C is the constant of the regression.

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

Competitive balance in Greece, which is at considerably high values, exhibits a
significant trend in both dimensions. In particular, the trend pattern is quadratic and
is minimised in the middle of the 1980’s. Therefore, competitive balance in Greece is
improving at a decreasing rate until the middle of the 1980’s and it is worsening at an

increasing rate soon afterwards.
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Figure 7.5a: MA(5) Time Series and Trend in European Countries

0.7 1

0.6 1

0.5 1

0.4 1

BELGIUM
Between-seasons: SDN_KI
Seasonal: SCR_KI
1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 2003 2007

ENGLAND
| Seasonal: SCR_KI
1959 1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 2003 2007

FRANCE
Between-seasons: SDN_KI

] Seasonal: SCR_KI
1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 2003 2007

GERMANY

Seasonal: SCR_KI

1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 2003 2007
and SDN; capture all three important levels for multi-prized European football leagues for the

seasonal and between-seasons dimension of competitive balance respectively.
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SCR,’< and SDN, capture all three important levels for multi-prized European football leagues for the

seasonal and between-seasons dimension of competitive balance respectively.
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More specifically, competitive balance is improving until the middle of the 1980’s up
to 17% and 9% and is declining afterwards as much as 27% and 10% for the seasonal

and between-seasons dimensions respectively.

Regarding Belgium, a significant upward linear trend is established only for the
seasonal dimension. In particular, seasonal competitive balance is worsening in
Belgium up to 17% for the entire period. With regard to the between-seasons
dimension, an abrupt drop is noticed from 1992 to 2002 and a return to the original
levels soon afterwards. What this indicates is an increase in the teams’ ranking
mobility during that period. For instance in season 1993, the new promoted teams of
Seraing R.S.C. and Oostende KV finish in the third and seventh position respectively
while the 7™ ranked Waregem SV is relegated to the lower division. Similarly, the
new promoted teams of Eendracht Aalst (1994-95) and Moeskroen R. (1996-97)
finish in the fourth and third positions respectively. Based on the relevant MA(5)
time series, which is presented in Figure B.1 in the Appendix, there is no drop only
for the DN, index. This may be interpreted as an increased ranking mobility in the

league while the champion’s identity remains unchanged.

Italy displays a quadratic trend in the seasonal dimension which is improving at the
decreasing rate of 9% until the end of the 1970’s but is worsening afterwards at the

increased rate of 24%.

Germany demonstrates a significant trend in the between-seasons dimension which
follows a cubic pattern and is worsening as much as 8% for the investigated period.
With reference to the between-seasons dimension, there is a large drop in the end of
the 1990’s, which may be explained by a sharp increase in the teams’ ranking
mobility across seasons. For illustration, Bayer 04 Leverkusen moved from the 14"
to the 2" position in season 1996-97 while the newly promoted FC Kaiserslautern

won the championship title in season 1997-98.

Regarding Norway, it exhibits a linear upward between-seasons trend, which may be

interpreted as a deterioration of competitive balance as much as 22% for the entire
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period. It must be noted that the strong upward movement ends with a sudden drop
around 2004. Part of the worsening in the between-seasons dimension may be
derived from the dynamic domination by Rosenborg, which won the championship
title for thirteen consecutive seasons (1992 to 2004). The downward direction around
2004 is firstly underlined by the second position of Velerenga (12" in 2003) and
secondly by the play-off games for relegation of Bode/Glimt (2™ in 2003) and the
relegation of Stabaek (3ml in 2003). Additionally, in season 2005 Rosenborg lost the
championship (7th place) while the new promoted team Start advanced to the second

position.

It is notable that Sweden is the only country which demonstrates a significant
downward seasonal trend; thus, this case requires more attention. This unique trend
in our sample is interpreted as an improvement in seasonal competitive balance
which approximates 14% for the entire investigated period. On the other hand, the
between-seasons dimension remains quite stable. Therefore, despite the greater
seasonal competition, the identity of teams both at the top and at the bottom of the
ladder shows a tendency to remain unchanged. This indicates long term dynamic
domination by the top teams and weakness of the relegated teams respectively.
Alternatively, regardless of the championship uncertainty, the strongest team finally

prevails.

Lastly, competitive balance in France, which is the most competitive country,
remains roughly stable since there is no significant trend in any dimension. In
particular, the seasonal dimension is always at considerably low values, whereas the

between-seasons competitive balance presents a cyclical pattern.

7.5.2 Overall Competitive Balance
From the trend analysis it can be deducted that, during the last decade

competitiveness is reduced in most countries. This can be confirmed by the
examination of SDC;. which captures all levels in both dimensions and provides an

enhanced estimation of the overall competitive balance. The box-plot in Figure 7.6

illustrates the distribution of the index by country. More specifically, based on the
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median value of SDC}( for the entire investigated period (1959-2008), the eight

countries are orderly depicted and a comparison is attempted with the last decade.

Figure 7.6: Competitive Balance in European Countries Using SDCy : A
comparison with the Last Decade
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Differences among countries have been tested if they statistically significant. Both
test for normality and homogeneity of variances have been rejected based on the
results presented in Table 7.14. Therefore, the non-parametric test of equality of
medians Kruskal Wallis has been used for the analysis. Based on the results
presented in Table 7.15, the differences in median values among countries are

statistically significant even at level of significance o=1%.

Based on box-plot in Figure 7.6, the most competitive country for the entire period is
Sweden, closely followed by Norway, France, and Germany. The median values in
those countries are close to 0.55, which may be considered to be acceptable or

tolerable values of competitive balance. On the other hand, Greece is the least
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competitive country, with a value over 0.75, and is closely followed by Belgium.
England and Italy stand in between the two extremes with values slightly higher than

0.6.

Table 7.14: Results from Diagnostic Tests of Normality and Homogeneity of
Variances for SDCy in European Countries
Degrees of  p-value

Test Statistic freedom
Kolmogorov-
Tests of Normality Smirnov 0.052 377 0.016
Shapiro-Wilk 0.971 377 0.000
Test 0fH01?10genelty Levene 1796 7 2nd 360 0,087
of Variances

Table 7.15: Results from Kruskal-Wallis Test for SDC;. in European Countries
Degrees of  p-value

Test Statistic

freedom
Non-parametric test
of equality of Kruskal-Wallis  141.300 7 0.000
medians

However, it is quite interesting to examine the development of competitive balance
during the last decade. Recently, France has become the most competitive country, as
competitive balance has greatly improved by reaching the lowest values. In effect,
during the last decade, France makes an exception, since the other countries exhibit

values higher than their average.

Unambiguously, competitive balance has recently worsened in European countries.
That is exemplified by England which reaches high values of competitive balance
that approach the value of 0.7. It must be noted that the worsening of competitive
balance during the last decade is more notable for countries with already high values
of competitive balance. Therefore, the gap among the most and the least competitive

countries is becoming larger.

7.5.3 Cluster Analysis

Based on the SDCj results, the clustering analysis is employed to investigate the

existence of distinct groups that exist among countries in the dataset in terms of their
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competitive balance status. Clustering, which is a common technique for statistical
data analysis, assigns a set of observations (e.g. by country) into clusters so that, in
effect, observations in the same cluster are in many ways similar (Everitt, 1993). We
use the squared Euclidean which is the most common distance measure published in

the relevant literature (Girish & Stewart, 1983).

The cluster Ward’s method is employed which is distinct from all other methods in
that it follows the approach of the analysis of variance to evaluate the distances
between clusters (Ward, 1963). In short, this method attempts to minimise the sum of
squares of any two (hypothetical) clusters that can be formed at each step (Everitt,

Landau, & Leese, 2001).

Regardless of the chosen linkage method, two distinct groups of countries are
identified using hierarchical clustering. Using the between-groups linkage only,
Belgium and Greece form a distinct group from the other countries. Following the
Ward’s method, the hierarchical cluster analysis of countries is shown in a
dendrogram, which shows the followed steps graphically, as is presented in Figure
7.7. For instance, in the first step, England and Italy form initially a distinct group,
which is joined by Belgium and Greece at a later step. In the final step, two distinct
groups are identified as follows:
Group 1: Italy, England, Greece, and Belgium

Group 2: France, Germany, Sweden, and Norway

The first group is the least competitive, whereas the second group is the most
competitive based on the SDC index results. This classification is supported by the

height of competitive balance in European countries. Even if the sample is very small
for a clustering analysis, what may be drawn is that the eight chosen countries are
very different to form only one group; that is, the value of competitive balance in
European countries is neither the same nor does it evolve equally. Similar
conclusions have been derived by Goossens (2006), who also recognises two similar

groups using a different dataset. A clustering analysis by dimension and index or
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even for all indices could also provide interesting results, yet it is beyond the scope

of the present study.

Figure 7.7: Dendrogram based on the SDC}< Index in Hierarchical Cluster
Analysis Using Ward’s Method
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7.6 Correlation Analysis
The next step of the empirical investigation is the correlation analysis between

indices. The purpose of this method is to further elucidate similarities and differences
among indices and to explore the suggestions derived from the sensitivity analysis.
Using Pearson’s r statistical method, the correlation is investigated by type and
dimension followed by a cross dimensional examination of the indices. Bi-
dimensional indices are not included in this analysis, since conclusions may be

derived from their single-dimensional components.

7.6.1 Correlation of Seasonal Indices
Correlations between seasonal indices are all significant at a=1% significant level, as

is indicated in the correlation matrix presented in Table 7.16. As was anticipated
from the application results, there is high correlation among all summary seasonal
indices. More specifically, the highest correlation (0.998) is observed between the
AGINI and S indices, which may be justified by their negligible percentage
difference, as was noted in Section 7.3.3. Furthermore, NAMSI displays the highest
correlation with the other summary indices, which verifies the suggestion made by
Utt and Fort (2002, p. 373) that it is a “tried and true” measure of seasonal
competitive balance. More specifically, NAMSI exhibits the highest correlation with
HHTI* (0.992) and AGINI (0.991) and the lowest correlation with nCB,,, (0.840).
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What is more, its strong correlation with the S index (0.988) confirms the relevant
findings from Groot (2008). On the other hand, »nCB,, displays the lowest
correlation with the other summary seasonal indices. This seems to justify the
different behaviour encountered in the sensitivity analysis, given that nCB,,, captures
slightly different components of competitive balance that are mainly determined by

its high sensitivity to the first two levels.

The correlation among partial seasonal indices is determined by their design. For
instance, NCR, which captures the champion’s domination, is strongly correlated
with ACRg (0.905) that attaches more weight to the first of the top K teams. On the
contrary, NCR, is weakly correlated with NCR' (0.371) that is specially designed to

account for the weakness of the relegated teams.

Regarding the relationship among seasonal indices by type, the correlation is mainly
determined by the specific features of the indices. As is expected, the correlation is
higher the more information the partial indices provide, that is, the more points they

depend on the concentration curve. Thus, summary indices are generally mostly
correlated with SCR,[( and least of all with NCR;. Yet, there are some exceptions to

this rule. For instance, AH is correlated more with NCR' than with NCRg even
though the latter provides more information, since K is larger than /. This may be
justified by the sensitivity of AH to the weakness of the relegated teams, as was
shown in the sensitivity analysis in the previous chapter. On the other hand, the
correlation of nCB,, with NCR! (0.468) is weaker than that with NCRg (0.847). In
reality, nCB,,. exhibits the strongest correlation with all partial seasonal indices
except NCR'. Most notably, its strong correlation with NCR; (0.908) underlines the
great sensitivity of nCB,,q to the first level. This also confirms the suggestion made
above concerning its different behaviour from the other summary indices. As was
identified in the sensitivity analysis, nCBy,, is hyper-sensitive to the first two and
insensitive to the third level. Lastly, it is important to also point out the nearly
identical correlations that the AGINI and the S indices display towards all partial

summary indices.
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Table 7.16: Correlation Matrix of the Seasonal Indices
Summary Indices Partial Indices
NAMSI HHI* AGINI AH nID nCB,, S |NCR, NCRx NCR' ACR;x SCR,

NAMSI 109927 0.991" 0.978" 0.958" 0.840" 0.988" 0.704" 0.894" 0.811" 0.857" 0.924"

*

HHI 1 0.98370.989" 0.9517 0.844" 0.981" 0.693" 0.890" 0.804" 0.850" 0.916"
AGINI 1 0.972" 0.972" 0.794" 0.998" 0.655" 0.877" 0.834" 0.820" 0.895"
AH 1 0933 0.774" 0.970" 0.622" 0.840" 0.854" 0.781" 0.865"
nlD 1 07517 0.969" 0.589" 0.867" 0.756" 0.779" 0.845"
nCB 1 0.7817 0.908" 0.847" 0.468" 0.9417 0.933"
S 1 0.647" 0.877° 0.831" 0.814" 0.892"
NCR, 1 0.736" 0.3717 0.905" 0.879"
NCRk 1 0.575" 0.940" 0.941"
NCR' 1 04927 0.634
ACRg 1 0.984"
SCR;, 1

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).
“Significant at a=1%.

7.6.2 Correlation of the Between-seasons Indices
In what follows, we present the relationship among the between-seasons indices. In

general, what is observed is that the correlation among the between-seasons indices
is lower than that among seasonal indices, as is depicted in the correlation matrix in
Table 7.17. This may be explained by the greater variability of the between-seasons
indices, as was shown in previous sections. Furthermore, there are cases with either
considerably weak or even insignificant correlation. More specifically, the
correlation of DN’ with the DNk (0.153) and the ADNy (0.087) indices is quite weak
while that with DN, was not found to be significant. This may be justified by the
different qualities those indices possess: DN’ captures the mobility of teams at the
bottom, whereas the other three indices capture the mobility of teams at the top of the
ladder. We may interpret this finding by arguing that hardly ever do the 7 relegated
teams come from the top K positions>’. Alternatively, the ranking mobility of the top

K teams, and especially of the champion, is virtually independent of the ranking

7 As an exception, the best value of the DN index is for Norway in season 2004. In particular, the
teams Bodo/Glimt, Stabzk, and Songal finish in the last three positions (12", 13", and 14™) while
they come from the 2", 3" and 8™ positions respectively in season 2003. The last two teams have
been relegated, whereas Bodo/Glimt survive in play-off games. Additionally, the best value of the
DN' index is also for Norway in season 1969, in which the last team (12™), Lyn, was the champion for
the previous season (1968). The ten best records for the DN’ and the DN' indices are presented in
Table A.18 in the Appendix.
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mobility of the relegated ones. This is equivalent to the scarceness of cases when
promoted teams become champions the following season (see Table 7.3). A similar
interpretation may be drawn from the weak correlation aG exhibits with the DN’
(0.177) and the DN, (0.196) indices respectively. The former signifies that ranking
mobility at the top is practically independent of the mobility at the bottom of the
ladder while the latter may be interpreted by the fact that the champion’s mobility is
independent of the mobility of the remaining top teams. It must be noted that the

champion’s mobility is lower than that of the remaining top teams.

As is expected, there is very strong correlation among the summary between-seasons
indices. In particular, r, display the highest correlation with the other two indices.

The correlation among the between-seasons indices by type is determined by the
amount of information is provided by the partial ones. It should be noted that DN is
more correlated with all partial indices than the other two summary indices. This
signifies that DN, t* is more sensitive to the three important levels than 7 and 7, as was

indicated in the sensitivity analysis in the previous chapter.

Table 7.17: Correlation Matrix of the Between-seasons Indices

Summary Indices Partial Indices

T r, DN, | DNy DNy DN ADNx SDN. aG
T 1 0.966" 0.790° 0.279" 0.592° 0.474" 0.545" 0.632° 0.421"
rs 1 0866 0300" 0.663" 0525 0.597° 0.692" 0481
DN, 1 0323" 0708 0532" 0.611" 0.709" 0.529"
DN, 1 0.441"  -0.013 0.790" 0.747" 0.196
DNk 1 0.153" 0.834" 0.826° 0.504"
DN’ 1 0087 03150 0177
ADNg 1 0970° 0.449"
SDN, 1 0467
aG 1

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).
Significant at a=10%; 'significant at o=1%.

7.6.3 Cross-dimensional Correlation
We finally examine the correlation among seasonal and between-seasons indices, as

is presented in Table 7.18. It may be easily inferred that cross-dimensional

correlation is much lower than the correlation within dimensions, in that they capture
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different factors of competitive balance. An interesting fact is the correlation of the
summary between-seasons indices with the seasonal ones. More specifically, DN:

displays the highest correlation followed by r; and 7 respectively. We should also
underline that the correlation of DN with the nCB g and the NCR, indices was not
found to be significant at conventional levels of significance o. Moreover, DN’
exhibits the weakest correlation with all seasonal indices, which may be an indication
that it captures quite different aspects of competitive balance. A similar conclusion
may be inferred for the NCR' index, which is weakly correlated with all the between-

seasons indices.

Table 7.18: Correlations among Seasonal and Between-seasons Indices
Between-seasons

Seasonal T rs DN, DN, DNx DN ADNg SDN; aG
NAMSI  0.250" 0.289" 0.399° 0.232" 0.318° 0.185" 0.335" 0.371" 0.376"

*

HHI 0.243° 0278° 0.393" 0.225" 0315° 0.181" 0.328" 0.363" 0.380"
AGINI 0.262° 0302 0.410° 0.219" 0308 0.205° 0.319" 0360" 0.364"
AH 0220 0.250° 0.360° 0.194" 0.269° 0.190° 0.280° 0.320" 0.349"
nlD 02547 0.299° 0409 0.186" 03017 02077 0.296" 0.339" 0.368"
nCByua 0218 02547 03657 0286° 0373" 0.082 0.405"° 0.410° 0.386"
S 0.412° 0387 0.403" 0.225° 03147 0208 0.323" 0.366° 0347
NCR, 0.287° 0318 0.371" 0.351" 0.407° 0079 0476° 0.477° 0.349"
NCRg 03057 03517 0.440° 0.259" 0.467° 0.150° 04317 0.445° 0.413"
NCR' 0.153° 0.167° 0.238° 0.095° 0.097° 0242" 0.112" 0.171" 0.166"

ACRgk 0317° 0355 04327 0.320° 0476° 0.1137 0.489" 0495 0.418"

1
SCRy 0.314" 0.350" 0.432° 0.304" 0.438° 0.151° 0457 0476" 0.406"

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

“Significant at 0=10%; " significant at 0=5%; ‘significant at a=1%.

Interesting observations may also be derived by examining the comparison between
those indices that are specially designed for teams at the top and the bottom of the
ladder in both dimensions; that is, the comparison of NCR; with DN, the comparison
of NCRx with DNk, and the comparison of NCR' with DN'. As is expected, the
strongest correlation is between the indices for the top K teams (0.467), since those
indices provide more information (K is larger than /). However, the correlation
between the indices for the champion (NCR; & DN, 0.351) is stronger than that for
the relegated teams (NCR' & DN', 0.248), although 7 is larger than 1. Therefore, it

may be inferred that the ranking in the previous season determines the success for the

192



championship title rather than the relegation to a lower division. Alternatively, a
large number of teams are candidates for relegation but only a few are contestants for
the championship title. A tempting exercise for the indices would be to compare the
correlations country-wise and to conduct factor or principal components analysis in

European and country level; however, this is beyond the scope of the present study.

7.7 Conclusion
The empirical investigation, which employs data from eight European football

leagues for the last 45-50 seasons, further elucidates the similarities and differences
among indices. By employing various statistical methods we uncover different
patterns of behaviour among indices, and thus, we answer the fifth issue of the thesis.
As was specified in the theoretical foundation presented in Chapters 2-5, and
confirmed by the sensitivity analysis in Chapter 6, the indices capture different
components of competitive balance. Consequently, part of this diversity derives from
the design of the indices; thus, for a suitable interpretation of the empirical results,
what is required is to clearly define the aspect of competitive balance the index refers

to.

Based on the empirical results, it may be drawn the following key points for
European football:
e There is more competition for the seasonal than for the between-seasons
dimension.
e There is more competition for the bottom than for the top ranking places.
e Competitive balance greatly varies among European countries.
e There is a worsening of competitive balance especially during the last decade
in the dataset.

e (Correlation analysis intensifies conclusions derived from sensitivity analysis.

More specifically, seasonal competitive balance in Europe is not a significant issue
since it reaches tolerable values. However, the fact that the value of the between-
seasons competitive balance is closer to complete imbalance is of particular concern.
This may be interpreted as low ranking mobility across seasons. Regardless of the

uncertainty during the season, the stronger team finally prevails.
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From the findings, it may also be derived that the competition in the middle is higher
than in the top K, and also comparable with that in the low [/ ranking places.
Remarkably enough, championship competition reaches values close to complete
imbalance. Essentially, the higher the ranking position, the lower the competition.
This confirms the effectiveness of the promotion-relegation rule in promoting
competitive balance in Europe. Therefore, if we ignore this mechanism, competitive

balance is considerably more inferior than it appears.

The level of competitive balance differs greatly among European countries. Sweden
is the most competitive country followed by Norway, France and Germany. The
ranking continues with England and Italy while Belgium and Greece are the least
competitive countries. Actually, the last four countries in terms of their competitive
balance status form the worst of the two distinct groups that were identified by the
cluster analysis. The trend behaviour of competitive balance also varies among
countries. However, it may be drawn from the trend analysis that competitive
balance worsens through seasons. An exception to that is Sweden which displays an
improvement in the seasonal dimension. It is important to emphasise that the
worsening of competitive balance is more notable during the last decade, and that is
more prominent in England. This is in sharp contrast with the late improvement

observed in France, which is already in acceptable values of competitive balance.

Interesting facts may also be derived from the correlation analysis which verified by
the sensitivity analysis’ results. It must be pointed out that the conventional NAMSI
is an important index while nCB,,, captures quite different components of
competitive balance from the other summary seasonal indices. Regarding the partial
indices, the correlation is mainly determined by their design. The correlation among
seasonal is higher than that among between-seasons indices. As is expected,
correlation across dimensions is quite low, since they refer to different factors of
competitive balance. The correlation analysis also verified the empirical result that it
is rarely a case that one of the top K teams is relegated or one of the promoted teams
becomes the champion in the following season. The interpretation may be that the

ranking in the previous season determines the success for the championship title
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rather than relegation. Alternatively, a large number of teams are candidates for
relegation in contrast to a small number of teams that are candidates for the

championship title.

Our suggestion is to thoroughly examine all indices based on the Uncertainty of
Outcome Hypothesis (UOH) (Fort & Maxcy, 2003; Zimbalist, 2002; Zimbalist,
2003). A proper econometric study is likely to reveal which indices, by type and
dimension, mostly affect the demand for football games or for associated products in
European football. Therefore, we assume that both the significance and the effect on
the demand for football products will determine the usefulness of the each index

from the fans’ perspective.
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Chapter 8. Testing for the Significance of Competitive Balance
Indices in European Football

The analysis of Chapter 7 shows that competitive balance indices exhibit strikingly
different behaviour both across countries and over time. Following the discussion
closing the previous chapter, we may assume that this is mainly because they capture
different aspects of competitive balance, which was also confirmed by the
implemented sensitivity analysis. However, the analysis so far has not identified an
optimal index for competitive balance in European football (and by no means this
was not the purpose); therefore, it is difficult to make conclusive remarks for the
degree of competitive balance. Here, the main objective is to determine the relative
significance of all indices and to identify the best or optimal one for the study of
competitive balance in European football. In that context, it may be possible to
derive key assumptions concerning the relative importance of different aspects of

competitive balance depending on the specific features of the optimal index.

Fans expect a certain degree of uncertainty in the outcome of games and seasons.
This principle is of the utmost importance, since it implies that if fans were not
responsive to competitive balance, its study would certainly be of no purpose. The
importance of competitive balance derives from the assumption that the uncertainty
of outcome instigates fans interest, thus, leading to an increased demand for
attending sporting events (El-Hodiri & Quirk, 1971; Rottenberg, 1956).
Consequently, given the fans’ responsiveness, both revenues and economic viability
of a sports league are affected by the degree of competitive balance. Thus, the focus
of an economic analysis of competitive balance should be its effect on the fans’
behaviour. As is pointed out by Zimbalist (2003), the fans’ sensitivity should be used
as a filter among potential indices. Consequently, any index which better captures

fans’ interest will be the best candidate.
The main study of the effect of competitive balance on the fans’ behaviour is the

longstanding “Uncertainty of Outcome Hypothesis” (UOH, Fort & Maxcy, 2003).
UOH is also referred to as the empirical test of Neale’s (1964) League Standing
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Effect of competitive balance on attendance (Humphreys, 2002). Essentially, UOH
analyses the relationship between competitive balance and fans’ interest which is
exhibited by their demand for league games. It should be pointed out that there is a
number of alternative ways according to which the fans’ demand for league games is
manifested, based on which we can measure their behaviour. The most important are:

a) Attending games at the stadium (live).

b) Following games by means of electronic (TV, radio, internet, mobile) and

printed (newspapers, related articles, books) media.
¢) Buying products associated with a game, a team or a league (memorabilia,

merchandise, gambling).

In the present study we focus on the attendance at league games, which is the most
conventional measure for the fans’ behaviour. According to the most complete
reviews for demand in professional team sports (Borland & MacDonald, 2003; Villar
& Guerrero, 2003), most econometric studies model attendance (Villar & Guerrero,
2009). The main objective of this chapter is to examine the relative significance of all
indices that are appropriate for the study of competitive balance in European football,
which was presented in the previous chapters. For that reason, UOH is employed to
determine the relative significance of the indices from the fans’ perspective in a
context in which this area of research is relatively underdeveloped (Borland &
MacDonald, 2003). Furthermore, the investigation across leagues or countries which
is proposed for our study has received limited research attention, since only the
studies of Lee, (2004) and Schmidt and Berri, (2001) are found in the literature,

however, none of them concerns competitive balance in European football.

Testing the significance of a great number of existing, modified and new indices that
capture various aspects of competitive balance is quite innovative, since the common
practice is to employ a maximum of four indices; Lee and Fort (2008) employ four
indices (or factors) whereas Humphreys (2002) and Lee (2004) employ three. The
extensive number of indices used in our study can be considered advantageous in
developing a comprehensive empirical representation of competitive balance as a

potential determinant of demand. A properly designed econometric study may reveal
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which index is best or optimal for the complex structure of European football.
Additionally, based on the features of the indices, interesting observations may be
drawn for the aspect of competitive balance that mostly affects the fans’ behaviour.
Given that competitive balance is one of the key issues that ensure the long term
success of the industry (Michie & Oughton, 2004), any conclusions that will be
derived from such analysis should be of crucial importance for key policy-makers

whose aim is to sustain the viability of European football.

The structure of this chapter is based on six sections on a number of themes related
to the econometric analysis presented here. Section 8.1 discusses issues related to the
nature of the data and the variables included in the model. The methodology and the
construction of the econometric model in Section 8.3, follows the non-stationarity
issue in Section 8.2. The empirical results are presented in Section 8.4 and discussed

in Section 8.5. Lastly, Section 8.6 offers a summary of the conclusive remarks.

8.1 Variables & Data
The nature of the dataset is annual since competitive balance indices are calculated

on an annual (or seasonal) basis. The size of the dataset is the unbalanced panel data
used for the indices in Table 7.1 (p.157). The number of cross units n (European
countries or domestic leagues) is eight while the number of years T (or seasons)
ranges from 43 to 50. The variables included in the analysis are the following:

Dependent or response variable:

o InATT: Attendance at football games (log scaled)
Independent or explanatory variables:
e InCB: Index of competitive balance (log scaled)
e InPOP: National population (log scaled)
e InRGNI: Real per capita gross national disposable income (log scaled)
e InUn: Unemployment rate (log scaled)
o d97: Dummy variable for the period after season 1997
o &1 Linear and quadratic trend

Given that a suitable form is important to the analysis (Villar & Guerrero, 2009), the

natural logarithm of all indices (except from d97 and ¢) is employed for an easier and
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economically important elasticity interpretation. This form also allows for non-linear

(exponential) relationship of the explanatory with the response variable.

Annual attendance (In477) is employed as the appropriate dependant variable in the
demand function for attendance®. In particular, annual attendance per game is used

account for differences in the number of teams across countries and seasons.

According to UOH, the main explanatory variable in this demand function for
attendance is the index of competitive balance (InCB). Consequently, all indices
analysed in the previous chapters (see Table 6.1, p.132) are tested for their
effectiveness to capture the fans’ behaviour based on their effect on attendance. A
negative sign in the coefficient is expected, since the value of the indices ranges from
zero (perfect balance) to one (complete imbalance). The more balanced the league,

the larger the attendance at the stadium.

The selection of determinants of attendance, other than the competitive balance
indices, is based on the standard consumer-theory model. It is assumed that the fan-
consumer’s choice of attending a football game is only part of the consumption
bundle to maximise utility which is subject to a budget constraint. The final decision
to attend a football game or not clearly depends on the opportunity cost against other
choices of goods and services. The application of the consumer-theory model
recommends five categories of determinants of the demand for attendance at sporting
events (Borland & MacDonald, 2003). The nature of the data prevents us from
including any variable relating to the three categories of consumer preferences,
quality of viewing, and supply capacity. Having already included competitive
balance indices that capture the characteristics of sporting contests, the focus is to
include the appropriate economic variables as is common practice in related studies

across leagues.

Unfortunately, data on the important economic factor price is unavailable for such a

large data panel. Price is the opportunity cost of attending a game (the total cost of

% The sources of attendance concerning the various European domestic leagues are presented in Table
A.7 in the Appendix.
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attendance, including travelling cost and time, parking, other expenses at the
stadium) which is expected to negatively affect attendance (Borland & MacDonald,

2003).

However, another important economic factor is the size of the potential market,
which is considered as an important explanatory variable for the demand in sports.
Given the difficulty of defining potential market, market size is used as a proxy for
its measurement. In particular, the total population of the metropolitan or the city is
used in a number of related demand studies (Donihue, Findlay, & Newberry, 2007,
Jennett, 1984; Rivers & DeSchriver, 2002; Wilson & Sim, 1995). In our case, the
national population (InPOP) is employed as a proxy, given that in the present study
leagues represent countries”. It is expected that the potential market expressed by

the national population is to be positively related with attendance.

Fans’ buying power also constitutes an important economic factor, provided that
attendance at football games is a normal good. In order to capture that factor, the
gross national disposable income per capita (GNI) is employed, which is the most
typical way to evaluate the income variable (Villar & Guerrero, 2009) while some
studies use alternative approaches instead of income. For instance, Bird (1982) uses
real consumption spending, Schollaert and Smith (1987) use household income while
Simmons (1996) uses regional real earnings. The selected GNI may better account
for the fans’ buying power instead of the gross domestic product per capita, which is
suggested by Lee (2004). In particular, the real per capita GNI (InRGNI) is used,
which is the deflated per capita GNI, since it is divided by the consumer price index
(CPI). All else being equal, what is expected is that InRGNI will positively affect

attendance.

The macroeconomic factor of unemployment rate (InUr) could also affect attendance
and is thus, included in the demand function. Borland and MacDonald (2003)
suggest that attendance at sporting events may constitute a social outlet for

unemployed persons. Moreover, in periods of high unemployment, football games

** The sources for the national population and the other economic variables are presented in Table A.8
in the Appendix.
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may become more popular to help people manage personal disappointment (Borland
& Lye, 1992; Dobson & Goddard, 1996). Consequently, other things being equal, the
higher the InUn, the higher the attendance is expected. However, as noted by Villar
and Guerrero (2009), the most common effect of unemployment on attendance is

found to be negative, although the significance of the coefficients is still low.

For the construction of the demand function, a dummy variable for the period after
season 1997 (d97) is also included to account for two important structural changes to
European football; that is, the famous ‘Bosman’ case and the Champion’s League
reform. The choice of season 1997 allows for these structural changes to have an

effect in European football.

There may also be other factors that affect demand for attendance at football games
that change systematically over the seasons. Therefore, for a more reliable
interpretation of the effect of the variables on attendance, the time trend is eliminated

by including a linear (¢) and a quadratic trend (¢°) variable in the demand function.

8.2 The Non-stationarity Issue
The analysis of panel data has, until very recently, ignored the crucial non-

stationarity issue. This was mainly due to the fact that panels were usually micro,
that is, with a large n (cross section units) but a small 7 (length of time series). In
essence, working with panels, multiple time series add considerably more
information to the model; in that way, the spurious significance is avoided (Phillips
& Moon, 1999, 2000). However, with the growing involvement of macro panels,
where a large cross-sectional dimension is examined over a lengthy time series, the

non-stationarity issue has started to emerge in panel data as well.

The nature of the dataset in the present study (small » and large 7) stresses the
adoption of panel unit root tests to avoid spurious regression issues, as described by
Granger and Newbold (1974). The appropriate unit root test for unbalanced panel
data is the model proposed by Maddala and Wu (1999); see e.g., Asteriou and Hall
(2007). Essentially, this is an ADF-Fisher test, which is an alternative approach to

panel unit root tests that allow for individual unit root processes. In effect, this test
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utilises Fisher’s (1932) results to derive the combined p-values from individual unit
root tests. Following the previous analysis, before testing the model under UOH, the
ADF-Fisher panel unit root test is employed for the non-stationarity time series issue
for all endogenous and exogenous variables, which were discussed in the previous
section. The results of the ADF-Fisher panel unit root test, which is implemented
with both constant and constant with trend term, are presented in Table 8.1 and in

Table 8.2 for the indices and for the economic variables respectively.

The incorporated lag length, which is reported in parentheses, is derived from the lag
structure, which is determined by minimisation of the Schwartz Information
Criterion (SIC). As was expected, all indices are stationary since competitive balance
must be a self-correcting mechanism if the UOH is true. Based on the ADF-Fisher
panel unit root test results, the panel unit root null hypothesis is rejected even at o=
1% significance level for all competitive balance indices. The alternative hypothesis

in this test is that there are some cross sections without unit root.

From Table 8.2, it is evident that the InA77 variable is non-stationary in both
versions of the ADF-Fisher panel unit root test, since the test fails to reject the panel
unit root null hypothesis. However, the stationarity of the other variables is not
equally apparent. More specifically, InPOP is considered as non-stationary only
when the constant is included in the test, whereas it is considered as stationary when

trend is added in the test as the unit root hypothesis is significantly rejected.

Regarding InRGNI, the unit root hypothesis is rejected in both versions of the ADF-
Fisher panel unit root test, although it barely reaches the lowest critical levels when
trend is added to the test. Consequently, the InRGNI series can be considered as
stationarity with caution. With reference to InUn, the unit root hypothesis is rejected
in the version of the test, in which only the constant is included. Given the low power
of the panel unit root tests for small », both alternatives, that is, stationarity and non-
stationarity for InPOP, InRGNI, and InUn should be tested for the right specification
of the model.

202



Table 8.1: Statistic Values for ADF-Fisher Panel Unit Root Tests for Indices

¥* based ADF-Fisher test

Index Constant Constant & Trend
InNAMSI 160.983"" (0-2) 164.850"" (0-3)
InHHI* 161.003" (0-2) 164.863" (0-3)
InAGINI 164.989° (0-3) 17734277 (0-3)
InAH 167.227"" (0-3) 174.327"" (0-3)
InnID 169.747"" (0-3) 164.589"" (0-3)
01CByar 145.977°" (0-2) 139.670"" (0-2)
InS 165.398" (0-3) 176.550" (0-3)
InNCR; 1623347 (0) 155.147° (0)
InNCRx 169.407" (0-1) 152.605" (0-1)
InNCR, 226.5747(0) 228.513" (0)
InACRx 148.715 (0-1) 153.031° (0-1)
In SCR 151.028™" (0-2) 159.479° (0-2)
Int 178.090 " (0-1) 167.694° (0)
Inry 164.563" (0-1) 153.405"" (0)
In DN, 187.698° (0) 166.708" (0)
InDN, 211.623" (0) 185.327 " (0)
InDNg 190.659° (0-1) 166.962° (0-1)
InDN' 182.457"" (0-1) 158.9417" (0-1)
InADNx 162.532"" (0-1) 179.489"" (0)
In SDN.. 174.142°" (0-1) 172.446" (0-1)
InaG 47.9437 (0-2) 34226 (0-2)
InDC; 177.21277 (0-1) 167.576" (0-1)
InDC’ 199.336" (0) 172.903"" (0)
InADCx 140.485" (0-1) 171.852" (0-1)
InSDCL 133.9477 (0-1) 156.940° (0-1)

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

The lag length (numbers in parenthesis) is determined by using the Schwartz Information

Criterion (SIC).

"Significant at a=10%; " significant at 0=5%; "~ significant at a=1%.
Provided that the dependent variable (In477) and some of the independent variables
are non-stationary, there is danger of spurious economic relationships, thus rendering
the output of the results also spurious (Phillips, 1986; Sims, Stock, & Watson, 1990).
The differentiation of the non-stationary series is one of the methods to solve
spuriousness. However, using differences of the data series (first order or even
second order) we lose information on levels, and economic theory is essentially

based on levels.
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Table 8.2: Statistic Values for ADF-Fisher Panel Unit Root Tests
for Economic Variables

¥* based ADF-Fisher test
Variable Constant Constant & Trend
InATT 12.687 (0-2) 8.332  (0-2)
InPOP 14.574  (0-9) 30.193" (0-7)
InRGNI 33.254" (0-5) 24.172° (0-7)
InUn 28.757 (0-7) 14.630  (0-7)

A description of the variables is presented in Section 8.1 (p.198).
The lag length (numbers in parenthesis) is determined using the Schwartz Information Criterion

(SIC).

"Significant at 0=10%; " significant at 0=5%; " significant at o=1%.

Additionally, the interpretation of the results becomes quite problematic since it
cancels out any meaning of elasticity. For that reason, in order to avoid possible
spuriousness, what is followed as an alternative solution is the autoregressive
distributed lag relation (ADL) (Banerjee, Dolado, Galbraith, & Hendry, 1993;
Hendry & Doornik, 2009; Hendry & Nielsen, 2007). In such a relation, the regressors
include lagged values of the dependent variable and current and lagged values of the
explanatory variables. Essentially, following the solution of adding lags, all non-
stationary variables in the model may be transformed into stationary ones. This
transformation allows a reliable estimation of the standard errors. Additionally, by
including lags of an explanatory variable, its effect on attendance is distributed over

the years.

8.3 Methodology and Econometric Model
The most commonly used techniques followed for the analysis of panel data are the

fixed and the random effect models (Baltagi, 2005; Hsiao, 2003). Generally, those
approaches are appropriate in the context of a wide and short panel; that is, the
number of cross-sectional units # is large and the number of time periods 7 is small.
In our case, however, the characteristics of the dataset are entirely different, since it
is a long and narrow panel data; that is, it has a small number of cross sections (# is 8

countries) over large time series observations (7 is around 50 seasons).

That type of panel data requires a different approach to econometric analysis

(Kennedy, 2008). In particular, Greene (2008) offers a number of different
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approaches according to which models can be estimated in the context of long and
narrow panels. For such a panel data, it is possible to estimate a separate equation for
each cross-sectional unit; that is, a different equation for every European country or
domestic league. Therefore, the estimation task is to find the proper method to
improve estimation of those equations by estimating them together since the interest

is in the interpretation of the results at European level.

Following the suggestion proposed by Kennedy (2008), the eight equations (one for
each country) are pooled together so as to improve efficiency. Such a pooled analysis
with more temporal than cross-sectional units is also called “temporal dominant”
(Stimson, 1985). Estimating several equations together improves efficiency only if
there are some restrictions on parameters, which means that there exists a connection
among those equations (Hill, Griffiths, & Lim, 2008). Based on the previous
discussion, the general econometric model for the applied demand function for

attendance takes the form:

A(L)In ATT, = C + B(L)InCB, + B,(L)In POP, + B,(L)In RGNI, + B,(L)InUN,
+Bd9T,+Y B, 1 +e,  e&riidN(©,07), @1

=
where C; is the constant of the model, i stands for the country, ¢ stands for the year, m
stands for the degree of the trend variable, and ¢ is the error of the model, which is
presumed to be white noise. L in model (8.1) denotes the lag operator while the lag

polynomials for the series are defined as:

(L)= By + oL+ B, L+t B, L" (8.2)
B(L)=PB, o+ B L+ B L +..+ B, L"
B,(L)= B+ B, L+ B L +..+ B, ["

The variation of the constant term C; in (8.1) allows for countries’ heterogeneity and

stands for the ith country-specific effect, which suggests that the overall ability to
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attract the fans differs among countries when all other variables are the same. The
country specific effect is mostly influenced by market and football factors, which
may be viewed as social factors related to football popularity, fans’ loyalty, domestic

league marketing and management effectiveness, as well as stadium infrastructure.

In model (8.1) all explanatory variables are assumed to have the same effect on
attendance in all European domestic football leagues. This constraint enables to
estimate the relative importance of the indices of competitive balance based on UOH
at European level. The effect of the indices could vary among countries; however,
our focus is on the interpretation of the results at European level. Similarly, with
respect to the remaining explanatory variables, it is assumed that their effect on
attendance is the same among countries, since Europe is a quite homogenous
continent. Based on the imposed constraint, the magnitude and, more importantly,
the sign of the explanatory variables effect enable us to determine the correct
specification of the model. It may be admitted that those restrictions on parameters
can create some bias; however, the efficiency created from pooling more than offset
this (Baltagi, Griffin, & Xiong, 2000), which is also supported by Attanasio, Picci,
and Scorpu (2000).

An additional restriction on model (8.1) is that the effect of the explanatory variables
remains constant over time. As will be explained later, the focus is on the long-run or

constant effect of variables on attendance; thus, such an assumption is desirable.

8.3.1 The ADL Scheme
The general scheme of our model is ADL(p,q1,92,93,94), Whereas the order of the lag

polynomials will be determined by the lag significance. However, a central question
in our analysis is how to implement model (8.1) regarding the order of the lag
polynomials. For the lag specification, the general to simple approach is followed, as
suggested by Johnston and DiNardo (1997) for ADL schemes. This approach is
essentially the procedure followed by Hendry and Ericsson (1991), which is
thoroughly discussed by Ericsson, Campos, and Tran (1990) and Gilbert (1986).
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With annual data, a usual initial general model used in relevant studies includes lags
up to second order. This is a standard procedure to conserve degrees of freedom for
models involving a large number of parameters with annual data (Catao & Terrones,
2001). Although the reported results refer to an initial ADL scheme of second order,
an ADL scheme of third order is also tested with almost identical results. Therefore,

the series of lag polynomials for the variables in our model in (8.1) is given by:

A(L)InATT, =In ATT, — &, In ATT,, , — &, In ATT,, ,
B (L)InCB, =B,InCB, + 3, InCB,,, + f,InCB,,

B,(L)InPOP, = B,,In POP, + f3,,In POP, , + f3,,In POP, , 83)
B,(L)InRGNI, = B,,InRGNI, + B, ,InRGNI,,_, + f,,InRGNI,, ,

i1

B,(L)nUN, = B,,InUN, + 8,,InUN, , + 3,,InUN,

it=2

The reduction of possibly redundant lags and/or variables in (8.1) is validated by the
Wald test, which has the properties of the usual ¢ and F tests. The conventional
inference procedure is based on the move of the Schwarz Information Criterion and

adjusted R.

In such a model, the current value of the response variable depends on the current
and the previous values of the explanatory variables and on the error term e.
Alternatively, the general relation shows that the current values of the explanatory
variables has an effect on the current and future values of the response variable. This
implies a set of dynamic responses of the response variable to any given change in
the explanatory variable (Johnston & DiNardo, 1997). The main interest in the
current study is to determine the long-run response, although immediate, short-run,

and medium-run responses could also be estimated.

8.3.2 The Long-run Impact and the Reparameterised ADL Scheme
In an ADL scheme, the long-run impact of any regressor in attendance is given by

summing up all partial responses. Given that most of the variables are in logarithmic
form, the static equilibrium equation implies a constant elasticity equilibrium relation
(Johnston & DiNardo, 1997). For illustration, we consider the following simple ADL

scheme:
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A(L)y, =m+ B(L)x, +¢,
Y — @y =m+ B+ B+, ®9

yr =m+ alyt—l +180xt +ﬂ1xt—1 + gt'

This is an ADL(1,1) scheme with one lag for both the dependent and the single

explanatory variable. From (8.4), we get a series of equations:

yvo=m+ay,  +px +px +¢
yHl :m+a1yt+ﬂ0xt+l+ﬂlxt+gt+l (85)
Vp=m+ay,, + ﬂoxm + ﬂlxm té.n, .
y1+3 =m+ a1y1+2 + ﬂ0x1+3 + ﬂl‘xl+2 + 8l+3

The partial derivatives from series (8.5) are given by:

Y, _

ol

ayHl ayt ayt

= =—t=a, "+ =qf+
o Y el BT

t t-1

(8.6)

ayt+2 ayt aytﬂ 6 6)
= = = +
ox, ox, , % ox, % (al 0 1)
a) t+3 a) t a) 142 2
ox ox, , : Oox, ! ( e 1)

t

The long-run effect y of a unit change in x; on y; is the sum of all partial derivatives:

_%Jr Do, W W W D Do Vi
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 ox., oOx, oOx,  ox oOx  0Ox  ox
=B, +(af,+ )+ elaf,+ )+ ei(af,+ )+ .
=,80(1+051 tal+a +...)+ ﬂl(l+al +a’+a) +)

= B.+B _BID due to stationarity, |o;|<1,

l—a, AQ)’

208



where B(1) equals the sum of S+, and A(1) equals 1-a;. If we consider y, and x; in
logarithmic form, y is the constant elasticity. For a second order like our ADL
scheme, following (8.1), (8.3), and (8.7), the constant elasticity y; of InCB;, on InAtt;

is given by:

— Pt B+t ha — 5 (l)’ due to stationarity, |o;+op|<1. (8.8)
l-a,—a, A1)

|
The relation in (8.1) and (8.4) is only in terms of the levels of the variables.
However, the properties of ADL relations can better be revealed through
reparameterisation of the original equation in both levels and first differences
(Hendry & Nielsen, 2007; Johnston & DiNardo, 1997). By switching to the
reparemeterised ADL scheme, a substantial reduction is enabled in the collinearity of
the regressors, which leads to smaller standard errors of the new parameters.
Coefficient estimates may be affected by the correlation between the RGNI variable
with the other determinants of attendance of POP and Un respectively (Borland &
MacDonald, 2003). It must be noted that the estimated standard error of the
regression, the log-likelihood values, the Durbin-Watson statistic, and the
information criteria do not change (Johnston & DiNardo, 1997). Through the
estimation and testing of the sums A(1) and B(1) in equations (8.7) and (8.8), the
existence of the relevant cointegrating relation can be directly examined. Moreover,
the reparemeterised ADL scheme also facilitates the identification of possible

simplifications of the relationship between variables.

In our model, the reparameterisation of (8.2) and (8.3) in terms of both levels and

first differences (innovations) for the second order lags of attendance is given by:

AlL)=1-aL-a,l’
=A)L+(1-L)1+6.L) 8.9)
A(L)In ATT, = Aln ATT, + A(1)In ATT,, , + 6 Aln ATT,

it—12

where A is the first difference (innovation) operator, €, is the coefficient of the

lagged first difference. 4A(1) is the denominator of equation (8.8) and equals 1-a;-a,.
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For clarification, AlnATT;,; equals InAT7T;,,-InA7T;,,. Following a similar
procedure, the reparemeterisation for Bi(L)InCB;, or for any other explanatory

variable in (8.3) is given by:

B] (L) = ﬂ],() + ﬂllL + IBLQLZ
B (L)=B ()L +(1- L)(d,o + 51,1L) (8.10)
B,(L)InCB, = B,(1)InCB,,, +5,,AInCB, + 5, AInCB,

i1 Q-1

where 0 is the coefficient of the first difference, Bj(1) is the nominator of equation
(8.8) and is equal to the sum of B¢+ Bi1+S1 coefficients. The long-run elasticity
interpretation, given by (8.8) is unchanged and is derived by minimising the first

differences of InA7T and InCB in equations (8.9) and (8.10) respectively.

Following the previous analysis for the reparemeterisation in model (8.1), the full

specification of the new model is given by:

AlnATT, =C, +B,(1)InCB, , +6,,AInCB, +5,AInCB, ,
+B,(1)In POP, , + 8, Aln POP, + 5, Aln POP,

ijt-1 ijt-1

+B,(1)InRGNI, , +5,,AInRGNI, + 35, Aln RGN, , @.11)
+B,(1)InUN,, , +6, , AInUN, +35, AInUN,
~A(1)In ATT, -6 AIn ATT,

+Bd97,+) B, t* +¢,,
g=l1

After estimating the reparameterized model (8.11), the static equilibrium is given by

putting all innovations to zero.

8.3.3 OLS and Assumptions Violation
Before testing the above model we should discuss, an important methodological

issue. The estimation of pooled data via OLS tends to generate serious complications
(Hicks, 1994). For OLS to be optimal, it is important that errors have the usual
properties of i.i.d.; that is, they are homoscedastic and independent of each other.
However, the estimation of pooled data using OLS often violates those assumptions

about the error process. According to Hicks (1994), from period to period errors tend
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not to be independent. Therefore, errors may be serially correlated within cross-
sectional units or countries. For instance, errors in country i at time ¢ are correlated
with errors in country i at time #+1. Many national features (i.e. population) are not

independent across years.

Additionally, errors tend to be correlated across countries. For instance, the rth error
term in the ith country is correlated with the #th error term in the jth country. This
type of correlation is called contemporaneous correlation. Those errors contain the
influence on attendance of structural factors that have been omitted from the
equation. Such factors might include the impact from TV broadcasting, the advent of
advertising and sponsoring, the high-tech stadium infrastructure, and the progress in

technology manufacturing football material.

Lastly, errors also tend to be heteroskedastic, that is, they have different variances
across countries. This may be explained by the substantial difference both in size and
population among the examined European countries. For instance, as is already
shown in Chapter 7, the volatility of the indices of competitive balance greatly
differs among European countries. Such a variation in volatility is also expected in

other national traits due to the different levels of the variables across countries.

8.3.4 The Seemingly Unrelated Regressions
Given the characteristics of our data, it is critical to determine the optimal method for

the estimation of the model in (8.11). The equality of slopes in explanatory variables
connects individual equations. However, such constraint improves the efficiency
only if the error assumptions are not violated. A common technique to improve the
model is to allow for a contemporaneous correlation between error terms across
equations. This method is the Seemingly Unrelated Regressions (SUR) estimation,

which is an Estimated Generalised Least Squares approach (EGLS) (Greene, 2008).

The SUR technique is developed by Zellner (1962) based on the assumption that
equations seem to be unrelated, but the additional information provided by the
correlation between errors signifies that the joint estimation via generalised least

squares estimation is more appropriate than the single equation least squares
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estimation. According to Kmenta and Gilbert (1968), if errors are normally
distributed, iterating SUR yields the maximum likelihood estimates (MLEs).
Especially, Hill, Griffiths, and Lim (2008) propose this technique for the estimation
of “long and narrow” panels instead of the “conventional” fixed or random effects
models. Moreover, Beck and Katz (1995, 1996) claim that SUR application may be
used only if T is quite large relative to n, which is our case. They claim that only in
that case is the contemporaneous variance-covariance matrix well estimated, and the

SUR technique improves the model.

The joint estimation of equations using the SUR technique accounts not only for the
contemporaneous correlation between the errors but also for the different variances
of the error terms in the equations. It is also possible that the SUR and OLS
techniques provide identical results. In particular, no gains may be obtained from the
SUR procedure either if the regressors are the same across units or if the variance-

covariance matrix of errors is diagonal.

8.3.5 Testing for the Seemingly Unrelated Regressions
Provided that the explanatory variables in (8.11) differ among countries, there is a

number of tests that can be undertaken using a variety of methods for identifying
equality of variances and zero contemporaneous correlation between errors across
equations (Greene, 2008). In particular, in the present study a quite simple Lagrange
Multiplier (LM) test is employed, which is suggested by Breusch and Pagan (1980).
The correlation coefficient between the ith and jth residuals is estimated first using
simple OLS. The product of sample size times the sum of all squared estimated

correlations provides the test statistic for LM:

n 1

8.12
IM=T ZZ 8.12)

1
7

i=2 j=

where T and n stand for number of time periods and cross-sectional units
respectively. The LM test is distributed as a chi-square (y*) with degrees of freedom
equal to the total number of correlations. In particular, under the null hypothesis of

no contemporaneous correlation, for large samples this test has a »* distribution with
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n(n-1)/2 degrees of freedom. If the null hypothesis of zero correlation is not rejected,

there is no evidence to recommend that SUR improves the model.

8.3.6 The Serial Autocorrelation Issue
The serial autocorrelation issue is usually resolved by employing an ADL scheme

including lags for the response variable. Otherwise, a first-autoregressive model
AR(1) may be used following the procedure of Parks-Kmenta; see Parks (1966) and
Kmenta (1971, 1986). According to this method, two sequential EGLS
transformations are required for SUR AR(1) models. The first EGLS eliminates the
serial correlation of the errors. This can be done by employing OLS in the initial
equation model. The residuals from this estimation are employed to estimate the unit-
specific serial correction of the errors. Those errors are then used to transform the
model with serially independent errors. Subsequently, the second EGLS eliminates
contemporaneous correlations and automatically corrects for any panel

heteroskedasticity via the SUR method (Podesta, 2002).

A fairly simple test for first order autocorrelation is based upon the Durbin-Watson

test in which the alternative hypothesis is given by (Durbin & Watson, 1950, 1951):

Ey = PE; 4 TV, (8.13)

where v, is 1.1.d. across units and time and |p|<1. For a panel data model following an
AR(1) process, Bhargava, Franzini and Narendranathan (1982) suggest a
generalisation of the Durbin-Watson statistic with lower and upper bounds on the
true critical values that depend on n, 7, and the number of exogenous variables
(Baltagi, 2005). Unlike the true time series case, the inconclusive region for the panel
data Durbin-Watson test is much smaller. When testing against positive
autocorrelation, Bhargava et al. (1982) suggest simply testing if the computed
statistic is less than two (Verbeek, 2004).

8.4 Empirical Results
For the econometric analysis, the quantitative software Eviews 7.0 and Excel has

been used. Initially the serial autocorrelation issue is investigated, since our panel

data is ‘temporal dominant’. Using simple OLS, two lags of InA7T we found to be
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significant even at 0=1% level of significance, which is expected to solve the first
order-autocorrelation issue. The Durbin-Watson test statistic results for every
competitive balance index included in model (8.11) are reported in Table 8.3. As was
anticipated, all Durbin-Watson values (very close to two) clearly indicate absence of
serial autocorrelation. Consequently, the Cochrane-Orcutt estimation is not required

according to the original estimates from OLS.

Table 8.3: Durbin-Watson (D-W) Test Statistic from OLS

Index in the Model D-w Index in the Model D-w
InNNAMSI 2.006 Inry 2.002
InHHI* 2.013 In DN, 1.994
InAGINI 2.006 InDN, 1.993
IndH 2.007 InDNg 1.989
InniD 1.996 InDN' 1.994
In1CB gy 2.008 InADN 1.978
InS 2.005 In SDNy, 1.980
INNCR, 2.007 InaG 1.987
InNCRx 2.005 InDC, 1.983
InNCR' 2.003 InDC’ 1.993
InACRx 2.007 InADCy 1.984
In SCRy, 2.007 In SDCy, 1.992
Int 2.002

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

The necessity of the SUR technique in the reparameterized ADL model is tested in a
second step. Therefore, the correlations between the residuals of each country

(derived from the OLS) are estimated. For illustration, the correlation results for the

SDC,’< index, are displayed in the correlation matrix in Table 8.4. According to

(8.12), the LM test statistic for Table 8.4 is equal to 42.189 (p-value based on y* with
23 dfs equal to 0.008). The results from the LM test for all competitive balance
indices included in the model are displayed in Table 8.5. Based on the LM test
results, the null hypothesis of no contemporaneous correlation between the errors of
the equations is significantly rejected for all competitive balance indices.
Consequently, the estimation of the model (8.11) can be significantly improved by

employing the SUR technique.
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Table 8.4: Residual Correlation Matrix with SDCj, in the Model

BEL ENG FRA GER GRE ITA NOR SWE
BEL 1

ENG | -0.159 1

FRA | 0.018 -0.024 1

GER | 0.000 -0.075 0.142 1

GRE | -0.191 -0.090 -0.059 -0.264 1

ITA | -0.112 -0.115 0.062 0.003 0.047 1

NOR | 0270 0.065 -0.231 0.092 -0.200 0.030 1
SWE | 0.139 0.343 -0.293 -0.034 -0.269 0.071 0.442 1

Table 8.5: LM Test Statistic for SUR Testing

Index in the Model LM Index in the Model LM
InNAMSI 41.644"° Inry 41.8417
InHHI* 41.472" In DN, 39.161"
InAGINI 41.897 InDN; 39.927"
IndH 41.894" InDNk 43551
InniD 39.406 InDN' 39.298"
101CB 42,052 InADNy 39.810"
InS 42.054™" In SDN}. 39.1517
InNCR; 467517 InaG 37.904"
InNCRk 44428 InDC; 39.002"
InNCR' 40.164" InDC’ 39.927"
InACRx 45.466 InADCx 42230
In SCR}; 44539 InSDC 42.189™
Inz 41.441"

An overview of the indices by type and dimension is presented in Table 6.1 (p.132).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

Furthermore, the White cross-section covariance method for SUR models is applied,
which is suggested by Wooldridge (2002). More specifically, this is an EGLS method
which assumes that the errors are contemporaneously (cross-sectionally) correlated
and provides heteroskedasticity-robust estimate of the variance-covariance matrix.
Moreover, the pooled regression is treated as a multivariate regression and robust
standard errors are computed for the system of equations. The estimator is robust

both to cross-equation (contemporaneous) correlation and heteroskedasticity (White,
1980, 1984).
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Using the EGLS-SUR method, two lags of attendance are found to be highly
significant; therefore, the first lag of both the level and the innovation of attendance

are included as regressors. Consequently, the initial reparameterised ADL model in
(8.11) is of second order. The results of the version when the SDC}’< index is

included in the model are presented in equation (8.14) and in Table 8.6 while the

overall results for all other indices are presented in Tables C.1-C.24 on the Appendix

C.

AIn ATT, = C,-0.213InSDC.,,, —0.174AIn SDC.,,

+0.8561n POP_, —3.799A1n POP, 8.14)
+0.0991n RGNI, , +0.157A1n RGNI,

+0.026InUN, , —0.1861n ATT_, —0.109Aln ATT

—0.015¢+0.00027*

The issue of first order serial autocorrelation does not arise here, since the D-W test
statistic is very close to two. Depending upon the index included, the model explains
from 12% to 17.5% of the observed variation of attendance. The adjusted R* is small
because of two important factors: a) the inability to include other important variables
for demand in attendance like ticket price, televised games, information for particular
leagues or seasons, and b) the substantial reduction in the collinearity of the
regressors. For our dataset, the correlation coefficient between economic variables
ranges from 0.21 to 0.39. There is no unit root in the residuals, since the ADF-Fisher
panel unit root test is rejected even at a=1% significance level. The normality
assumption concerning the distribution of the residuals of the equations cannot be

rejected based on the results of the Jarque-Bera statistic, which is the appropriate
normality test. Normality is rejected only in Belgium residuals, when DN, and AG

indices are included in the model.
The main interest in this study is the long-run impact of the variables on attendance,

which is derived by solving the reparameterised ADL model (8.11) and setting all

first differences to zero.
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Table 8.6: EGLS-SUR Results for Attendance Model, Europe 1959-2008
Dependent Variable is AlnA7TT

InSDC, InPOP InGNI InUn InATT
1 lag: 0213 0.856 0.099"" 0.026" 0.186
& (0.037) (0.250) (0.019) (0.013) (0.030)
A: -0.174 0.157
: (0.034) (0.093)
st ] -3.799 -0.109"
1" lag of A: (1.926) (0.041)
d97 t £ D-W' R*adj
-0.015 0.0002"
0.003) (0.000) 1.991 0.175
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 203.594™ (0-2) 191.1737 (0-2)
Countries Eq.: BEL ENG  FRA GER  GRE ITA NOR  SWE
JP (pvalue) ¥ 0.519 0.219 0919 0404 0.720 0.665 0.798 0.661

A description of the variables is presented in Section 8.1 (p.198).
Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the )(2 based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.

For clarification, the equation for the long-run relationship among in level variables,

when the comprehensive SDCIQ index is incorporated, is given by solving (8.14) as

follows:

0=C.—0.213InSDCy, +0.856In POP +0.0991n RGNI +0.026In UN
—0.186In ATT —0.015¢ +0.0002¢* (8.15)

InATT = C,/0.186 —1.142In SDC}, +4.591In POP + 0.534In RGNI +0.141InUN
—0.082¢+0.01#

Following the procedure in equation (8.15), the long-run elasticity effect of the
explanatory variables on attendance for all versions of the model as well as trend and

dummy variable effect are presented in Table 8.7.
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Table 8.7: Long-run Elasticity Effect of Indices and Economic Variables on
Attendance; Trend & Dummy Variable Effect

Index in Model InPOP InRGNI  InUN t 7 do7t
InNAMSI ~ -0.175 514777 04567 02037 -0.0817" 0.0017 0.223"
InHHT* -0.088 514777 0456 02037 -0.081"" 0.001"" 0.223"
InAGINI -0.106 522577 0.4547° 02027 -0.082"" 0.0017"  0.216
In4AH -0.045 52347 04537 02027 -0.082"" 0.0017"  0.217°
InnID 0.006 526177 045177 02047 -0.082"7 0.0017"  0.209°
InnCBy  -0.378"" 455177 04617  0.197  -0.077  0.001"" 0253
InS -0.090 5232 0.452"° 02037 -0.082"" 0.0017"  0.216
InNCR, -0.548"" 4452 0466 0.1807  -0.077" 0.001" 0.205"
InNCRg 04577 47467 04737 02047 -0.079"" 0.0017" 0.223"
InNCR' 0.059 5409 0.4457  0.188"  -0.081"" 0.001"" 0.187"
InACRg 0.636° 44107 04757 0.19277  -0.0777 0.0017"  0.226"
In SCRy -0.579™" 4577 04717 0.1947  -0.078"" 0.001"" 0234
Int -0.326 5.024™ 0460 022777 -0.077" 0.001""  0.261"
Inzy -0.359 51077 047677 02297 -0.077"7" 0.001""  0.250"
In DN, -0.084 4983 0446 02207  -0.076" 0.001"" 0.249"
InDN, -0.005" 511277 045577 0.1927  -0.080"" 0.001"" 0.219"
InDNx -0.62177 50457 04877 0.1837  -0.080"" 0.001"" 0.177
InDN' 0.071 5088  0.4447  0.1927  -0.080"" 0.0017" 0.197°
InADNx -0.67377 5.036 050177 0.1457  -0.085"" 0.001""

In SDN -0.850""  4.879™" 0518 0.153"  -0.086"" 0.001""
InaG 0.023 596177 0484 0.176°  -0.074"" 0.001""
InDC, 047677 5238 04977 0.1587  -0.082"" 0.001""
InDC’ -0.040 5192 04567 02117 -0.078"" 0.001"" 0.227°
InADCy -0.996™" 4662 05197 0.136"  -0.081"" 0.001""
In SDCy 114277 45917 053477 01417 -0.082"  0.0017"

An overview of the indices by type and dimension is presented in Table 6.1(p.132) and a description
of the variables is presented in Section 8.1 (p.198).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"The dummy variable d97 was excluded from the identified model when it was not found to be
significant at the 10% significance level. For interpretation reasons, the time trend (#) is tested up to
the second grade.

As was expected, the sign of competitive balance indices is negative. In general, the
parameters of economic variables are highly significant with the expected type of
effects at conventional significance levels. Given that residuals are stationary, there’s
a strong evidence of a cointegrating relation between attendance and all economic

variables (Johnston & DiNardo, 1997). On the other hand, no cointegration relation
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is evidenced for all indices. The sign of dummy and trend variables enable for a

suitable interpretation of the results.

Lastly, the general test for specification error Ramsey RESET test has been used for
omitted variables, incorrect functional form, and correlation between explanatory
variables and residuals (Ramsey, 1969; Ramsey & Schmidt, 1976). Based on the
results, the RESET test statistic has a p-value higher than 0.1 for all versions of the
model. The null hypothesis of no misspecification cannot be rejected even at a=10%

significance level and, therefore, the model seems to be well-speciﬁed30.

8.5 Discussion of the Findings
Our ADL model is of second grade given that two lags of attendance are found to be

significant. This implies that both innovation for two seasons before and the level of
attendance the previous season have an effect on the current innovation of attendance
(see complete results on Tables C.1. to C.24 on the Appendix). Based on the results
presented in Table 8.7, it follows a discussion for the effect of all variables on
attendance. The findings for the effect of economic, trend, and dummy variables are
initially presented, followed by the relevant findings for the competitive balance

indices.

8.5.1 The Effect of Economic, Trend, and Dummy Variables on
Attendance

With respect to population, in most cases, two lags are found to be significant. As
was expected from economic theory (Borland & MacDonald, 2003), the long-run
effect of population is found to be positive. In particular, the long-run impact of
population on attendance is very strong, since long-run elasticity is close to five
regardless of the index employed in the model. Consequently, attendance is highly
elastic to population. For illustration, a 1% increase in national population increases
football attendance almost by 5%. This result is roughly consistent with the findings
from Schmidt and Berri (2001) and Scully (1989). In a similar study with a panel
data, using domestic baseball leagues as cross units, the coefficient of population is

also found to be positive but not found to be significant (Lee, 2004). Additionally, in

3% The detailed results are not shown here, however, they are available upon request.
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other studies this effect was either reported as ambiguous (Coffin, 1996) or found as

non-significant (Humphreys, 2002).

The long-run impact of income on attendance is considerably lower than that of
population, and equals close to 0.5. To clarify, 1% increase in real per capita GNI
brings about 0.5% increase in attendance. The magnitude of income effect keeps up
with the small GDP effect, which is found by Lee (2004). Consequently, the fans’
buying power has little effect on their decision to attend a football game. Attendance
is income inelastic and definitely not a luxury good. However, the positive
coefficient suggests that attendance is a normal good, which is generally consistent

with the findings of Schmidt and Berri (2001) and Scully (1989).

On the other hand, although the unemployment rate is highly significant and has a
positive effect on attendance, its magnitude is relatively small. More specifically, the
constant elasticity equilibrium of the unemployment rate ranges from 0.14% to
0.22%. The sign of this effect accords with the assumptions of Sandercock and
Turner (1981), who imply a positive effect which is justified by social factors as well
as with the findings of Burdekin and Idson (1991) and Falter and Perignon (2000).
On the contrary, Avgerinou and Giakoumatos (2009) have obtained the more
frequent negative effect, based on the review offered by Villar and Guerrero (2009),

in their study on Greek professional football.

The dummy variable d97 for the period after season 1997 is found to be significant,
at least in most cases, with a positive effect on attendance. This suggests a combined
effect of approximately 20% increase in attendance due to the two recent structural
changes to European football; that is, the Bosman case and the Champions League

reformation.

Lastly, quadratic trend was detected. In particular, the overall trend of attendance is
interpreted as a downward pattern until the late 1990’s and a slight upward pattern
onwards. The lowest point is found in the period close to 2000, when d97 is included

in the model. Otherwise, the lowest point is found to be somewhat earlier in the

220



middle of the 1990’s. The trend variable may capture factors that affect demand for
attendance that change systematically over time, such as changes in consumer
preferences as far as spending their leisure time is concerned and the competition
from related sports and entertainment product industry goods. An interpretation of
the findings may be derived if we consider that in the early 1960’s football in Europe
was a highly respectable social phenomenon. However, afterwards modern forms of
social events enter the entertainment industry while football remains stagnant and
struggles with hooliganism. During the last two decades, the adoption of
management and marketing practices by clubs and federations, the construction of
high-tech stadiums, and the great exposure by the media have given a new noticeable

boost to football.

8.5.2 The Effect of the Competitive Balance Indices on Attendance
The long-run impact of the various competitive balance indices on attendance is of

the upmost importance to this study. Therefore, one of the first issues to examine is
to test the response of attendance to the variation of competitive balance in European
domestic leagues. Based on the results, the long-run elasticity effect of the majority
of the new indices is highly significant with the correct negative sign while the
magnitude of the effect considerably varies. On the other hand, most conventional
indices are not found to have a significant long-run elasticity effect on attendance, as
is illustrated in Figure 8.1. In that figure what is also presented is the 95% confidence
intervals of all indices and the value of the effect when is found to be significant at

conventional significance levels a.

The findings that refer to the new indices support the suggestion that the more
balanced the league, the more game attendance at the stadium. Therefore, when the
new indices are employed, there is a strong indication that UOH and Neale’s (1964)
assumption concerning the League Standing Effect are supported by the model. The
indices found to have a significant effect on attendance can successfully capture the
fan’s response; thus, they may be considered as more important for the quantification
of competitive balance in European football. It should also be noted that in most
cases in Appendix C, the innovation of the indices is highly significant and correctly

signed. This implies that innovation in competitive balance has an inverse effect on
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the innovation of attendance. The discussion for the effect of seasonal indices on
attendance is presented, followed by the relevant discussion for the between-seasons

and bi-dimensional competitive balance indices.

Figure 8.1: Long-run Elasticity and 95% Confidence Intervals of the Effect of
Competitive Balance Indices on Attendance
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An overview of the indices by type and dimension is presented in Table 6.1 (p.132).

The Effect of Seasonal Indices on Attendance
With concern to the summary seasonal indices, only the modified nCB,,« index is

found to have a significant long-run negative effect on attendance with elasticity
being close to -0.37%. This may be justified by the greatest sensitivity of nCB,q to
the first and the second level as well as by its insensitiveness to the third level, as
was shown in the sensitivity analysis. Those results are consistent with the findings
by Lee (2004) for a non-significant RSD index, which is the corresponding index to
NAMSI. On the other hand, Schmidt and Berri (2001) argue that the Gini coefficient,
which is the corresponding index to AGINI, has a significant effect on attendance, yet
only when a 3-season or a 5-season average of the index is employed in their model.
It may be assumed that, using a conventional method of measuring seasonal
competitive balance, the information gathered fails to capture the fan’s interest.

Alternatively, the aspect of competitive balance which is captured by those indices is
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not important from the fan’s perspective. Evidently, as will be shown shortly, the
seasonal performance of middle and low ranking teams is not particularly important

for the majority of the fans.

With respect to the partial seasonal indices, their effect is found to be highly
significant with the exception of the NCR' index, which captures the behaviour of the
relegated teams. Consequently, the relative weakness of the relegated teams in the
course of a particular season does not affect the fan’s behaviour. The latter raises
questions regarding the relative significance of the promotion-relegation rule in the

course of a season as an important regulatory mechanism in European football. The
inability of NCR' to capture the fans’ interest may explain the fact that the SCR;.

index is found to have a slightly lower effect than the A CRx index, although the latter

captures only two of the three important levels in European football.

In effect, ACRk has the greatest seasonal long-term effect with a negative constant
elasticity which equals -0.63%. For illustration, the magnitude of that effect for the
worst (1972) and the best seasons (1985) in Greece in terms of the competitive
balance values, is interpreted as a 31.5% increase in annual attendance.
Consequently, ACRx may be considered as the most important index for the
measurement of seasonal competitive balance, given that among all seasonal indices
it is found to have the greatest effect. Essentially, ACRg is a composite index, which
effectively captures the seasonal dimension due to its hypersensitivity to the first and
the second level of European football. Given that ACRk is insensitive to changes in
the teams’ performance in the middle ranking places and given that it displays very
low sensitivity to the third level, it may be assumed that fans are mostly interested in

the seasonal performance of the teams at the top of the ladder.

The analysis of the remaining partial seasonal indices also provides some interesting
observations. ACRk is found to have a greater effect than NCRy, thus, entailing that
the degree of competition among the top K teams is also important for the fans.
Surprisingly enough, NCR, (refers only to the champion’s performance) has a greater

negative effect on attendance than the conventional NCR (refers to the top K teams),
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which provides much more information than the former. This may signify that the
champion’s performance during the season is not only particularly important for fans
but it also proves to be even more important than the remaining top K teams. It can
also justify our assumption for an increasingly relative importance from the Kth to
the 1st ranking position offered by the averaging approach. Quite impressively, the

long-run elasticity of NCR; is very close to that of more sophisticated partial indices,
such as ACRk and SCR,[( . Therefore, for parsimonious reasons, NCR; may also be

considered to be a very important seasonal index.

The Effect of Between-seasons Indices on Attendance
With regard to the between-seasons dimension, though with the correct negative

sign, all summary indices are not found to have a significant effect on attendance.
Therefore, it may be inferred that the overall ranking mobility across seasons is not
important for fans regardless of the employed index. Similarly to the summary
seasonal indices, the innovation of the between-seasons indices inversely affects
innovation in attendance. Regarding the partial between-seasons indices, only DN’
and AG are found to have a non-significant effect. Similarly to the relative weakness
of the relegated teams into the season, the relative mobility of those teams across
seasons is not considered to be important for fans. On the other hand, the aG index
should be tested for various numbers of top teams as well as alternative time periods

before drawing conclusive remarks for its effect.

As for the remaining partial between-seasons indices, they are found to have a
significant negative effect on attendance. However, the effect of DN, is relatively
small, since its long-run elasticity is almost zero, as it equals -0.005%. The
magnitude of the champion’s mobility effect across seasons is in sharp contrast with
the corresponding effect of the champion’s performance into the season. A possible
explanation may be provided by the fact that the value of DN, equals unity in 124 out
of a total of 377 cases. In reality, the sample average of DN, equals 0.845, which is
very close to the upper bound of unity (the upper bound is reached, when the

champion is the same for two consecutive seasons).
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The effect of the partial DNk, ADNg, and SDN,’< indices is higher than the

corresponding seasonal indices. In general, this signifies that ranking mobility
captures more effectively the fans’ interest than seasonal performance. Consequently,
the between-seasons dimension appears to have a greater effect on attendance than
the seasonal dimension. The latter suggestion also accords with the findings
presented from other related studies (Borland & MacDonald, 2003; Humphreys,
2002). It is important to note that the impact of the three indices depends on the

information they provide. In particular, the SDN 11< index has the greatest effect on

attendance with a constant elasticity -0.85% followed by ADNkx and DNk with

elasticity close to -0.67% and -0.62% respectively.

Therefore, SDN ,I(, which captures all three important levels of European football,
can be suggested as the between-seasons index which reflects more the fans’
reactions. By comparing the effect of SDN }{ with that of ADNk, it may be stated that

the relative mobility of relegated teams does affect attendance, although this cannot
be verified by examining only the DN'. Additionally, the comparison between the
effects of ADNk and DNk suggests that ranking mobility among the top K teams
across seasons also matters to the fans; however, it seems that fans are mostly

attracted by the level of competition among the top K teams into the season’".

The Effect of Bi-dimensional Indices on Attendance
Lastly, the effect of the bi-dimensional indices in annual attendance was examined.

As was expected from the previously-discussed results, DC’ (which captures the third
level in both the seasonal and the between-seasons dimension) is the only index with
a non-significant long-run effect. However, the innovation of DC' is found to have a
significant -0.05% elasticity effect on attendance innovation. On the other hand, the
other three bi-dimensional indices have a highly significant impact on attendance.
More specifically, DC, (which captures the champion’s seasonal performance and
ranking mobility across two adjacent seasons) displays a considerable -0.476% long-

run elasticity.

3! Seasonal competition or ranking mobility among the top K teams is derived by the difference of
ACRy with NCRy and ADNg with DNy indices respectively.
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The ADCk index, which captures the first two levels in both dimensions, has an

almost negative elastic effect on attendance, since its constant elasticity equals -

0.996. The SDC; index has the greatest effect with a -1.142 long-run elasticity.

Therefore, attendance is highly negatively elastic to changes of SDCi (which
captures all three important levels in both the seasonal and between-seasons
dimension), since it increases by 1.142% for a 1% reduction in the index. The
magnitude of such a large impact may be better exemplified using the empirical

results. For instance, from the examination of the worst (1999) and the best seasons
(1987) in Greece in terms SDCj.’s values, this effect stands for a 38.9% increase in

annual attendance or 2.829 more fans to the stadium per league game. As more
impressive effect as the 15.333 more fans per league game for the worst (2007) and
best (1961) seasons in England. Evidently, this effect has a considerably large
economic impact in total revenues both from attendance and other relates sources

such as marketing, sponsoring, merchandising and parking revenues.

The SDCj; may be considered as the optimal index for the study of competitive
balance in European football, since it is suggested from the above analysis as the
most important index from the fans’ perspective. The comparison between the SDCr.

and the ACRg indices allows us to assume that the third level also plays an important
role in European football, although this cannot be confirmed by the examination of
DC" by itself. The bi-dimensional indices have a greater effect on attendance than the
corresponding seasonal and between-seasons indices; what is more, their effect is
greater than any set of two carefully selected indices in the demand equation®?. The
latter signifies that bi-dimensional indices solve any collinearity issue, which arises

even when correlation between included indices is very low.

8.6 Conclusion
The main objective of the present chapter, which answers the sixth issue of the

thesis, was to determine the relative significance of the indices for the study of

32 The selection of the set of two indices refers only to those indices that are found to have a
significant effect. The criteria are based on the correlation results and the meaningful interpretation of
competitive balance. The results are not presented here, but are available upon request.
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competitive balance in the complex structure of European football. Following
Zimbalist’s (2003) suggestion, the main criterion is fans’-consumers’ sensitivity,
which is expressed by their attendance at football games. Based on the UOH
hypothesis, a reparemeterised 4DL pooled regression model was constructed for each
competitive balance index using attendance as response variable. Given the
“temporal dominant” nature of our dataset and after testing for assumptions
violation, the model was analysed with the EGLS-SUR method. Our main objective
was to find the constant elasticity equilibrium among parameters, and therefore, a
number of reasonable assumptions were embodied in our model. The finally selected
ADL model is of second grade, since two lags of attendance are found to be highly
significant. In general, the model seems to be well-specified, because successfully
passed the diagnostic tests and coefficients are both of the expected sign and

statistically significant.

From the findings, which are generally consistent with the findings from other
related studies, national population was shown to have a greater positive effect on
attendance than the economic variables of national income and unemployment rate.
In particular, a 1% increase in national population raises attendance at football games
almost by 5%. On the other hand, the long-run impact of income is close to 0.5,
whereas that of the unemployment rate is relatively small ranging from 0.14% to
0.22%. A dummy variable for the period after season 1997, which accounts for two
recent structural changes to European football as well as a quadratic trend are also

found to have a significant effect.

The long-run impact of the various competitive balance indices on attendance is of
the upmost importance to this study. The findings that refer to the new indices
support the suggestion that the more balanced the league, the greater the game
attendance at the stadium. Therefore, when the new indices are employed, there is a
strong indication that UOH and Neale’s (1964) assumption concerning the League
Standing Effect are supported by the model. In particular, the long-run elasticity
effect of the majority of the new indices is highly significant with the correct

negative sign while the magnitude of the effect varies considerably. On the other
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hand, most conventional indices are not found to have a significant long-run
elasticity effect on attendance. Consequently, the results confirm both the assumption
concerning the importance of the three identified levels of European football and the
assumption regarding the weighting pattern offered by the averaging approach based
on fans’ reaction. It was also argued that as a dimension of competitive balance the
between-seasons dimension is slightly more important than the seasonal dimension,
which signifies that ranking mobility captures more effectively the fans’ interest than

seasonal performance.

ACRg may be considered as the most important index for the measurement of
seasonal competitive balance, since it is found to have the greatest effect on
attendance with a -0.63% long-run elasticity. Given that ACRk is hyper-sensitive to
the first and the second levels of European football, it may be assumed that fans are
mostly interested in the seasonal performance of the teams at the top of the ladder.
On the other hand, the SDN. index may be considered as the most important index
for the study of the between-seasons dimension, since it is found to have the greatest
effect on attendance with a -0.85% long-run elasticity. Essentially, SDN} is a

comprehensive index, which captures all three important levels of European football.

Finally, the best or optimal index for the study of European football may be the most
comprehensive bi-dimensional SDC} index, which captures all three levels in both
dimensions, since it is found to have the greatest effect with a -1.142% long-run
elasticity. Evidently, this effect has a considerably large economic impact on total
revenues both concerning attendance and other relates sources. In conclusion, our
findings support the assumption that the new quantification approach capture factors
of competitive balance that attract the fans’ interest in the context of the complex

structure of European football.
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Chapter 9. Summary and Conclusions

The aim of the present thesis is to offer a systematic approach to an enhanced
quantification of competitive balance in professional team sports by providing an
implementation and an empirical investigation in European football, which,
according to Gerrard (2004, p. 39), is the heartland of football, the only truly global
team sport. Given on the one hand the multi-dimensionality aspect of the concept and
on the other the issues arising in the context of European football, we have argued
that a new conceptual approach is required for the proper quantification of

competitive balance in professional team sports.

The importance of competitive balance for the welfare of any professional sport
league is an essential proposition in sports economics, which is substantiated by its
effect on demand for league games or other associated league products. Due to its
prominent importance, competitive balance has become a crucial topic in sports
economics research, however, its quantification is still problematic (Zimbalist, 2003).
In particular, although the diversity of approaches as well as indices that have been
proposed in the relevant literature is quite extensive (Zimbalist, 2002), the
quantification of competitive balance is still hampered by the intricate definition of
its concept (Downward et al., 2009; Michie & Oughton, 2004). The main inadequacy
of the related studies in analysing the quantification of competitive balance mainly
derives from the limited number of the incorporated indices. Moreover, although any
optimal index may be different from sport to sport (Zimbalist, 2003), the complex
championship structure of European football leagues has not so far been taken into
consideration for the development of related indices. What is more, the optimality of
any index, which is determined by its effect on fans’ behaviour (Zimbalist, 2003),
concerns studies testing the “Uncertainty of Outcome Hypothesis” which is a
relatively underdeveloped area of research (Borland & MacDonald, 2003). In
particular, there is a limited number of econometric studies across countries or
leagues while there is an absence of related studies on European level. In reality,
there is a dearth of empirical studies of competitive balance across European football

leagues.
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This thesis, which uses an analytical methodological framework, aims to make a
number of valuable contributions to the quantification of competitive balance in
professional team sports in the context of European football. In addition, the
fundamentals of that framework could also be followed for other team sport or
leagues. In what follows, we will discuss our contributions in more detail followed

by an introduction to subjects for future research arising from the present thesis.

9.1 Extensive Number of Existing Indices under Investigation
Using an all-embracing approach, our study offers a comprehensive review of

existing indices in the literature that refer to the seasonal and the between-seasons
dimensions of competitive balance, which are the most important dimensions from
the fans’ perspective (Borland & MacDonald, 2003). The review offers an in-depth
analysis of the development, the derived function, and the main features of the
indices. Following the identification of the basic characteristics of European football,
we determine the appropriateness of an extensive number of indices for the study of

competitive balance across domestic leagues and/or seasons.

For a more reliable calculation of some existing indices, an appropriate modification
i1s undertaken to account for the identified variability in the number (N) of teams
across leagues and/or seasons.

a. The formula for the suggested normalised Index of Dissimilarity (nID) is
introduced, since the upper bound of the existing Index of Dissimilarity
(ID) is proven to be a decreasing function of V.

b. Relative Entropy (R) is modified by introducing Adjusted Entropy (AH),
given that the lower bound of the former is not zero, as in the standard
industry, but rather an increasing function of V.

c. Normalised Concentration Ratio (NCRk) is introduced for the application
of the conventional Concentration Ratio (CR) in the sport setting, since
the existing CRk and CsICB versions suffer from a number of deficiencies
for a cross examination with variant N.

d. The introduced Normalised Quality Index (nCBg.,) constitutes a
modification of the existing Quality Index (CBg,q.). What 1s shown is that

the upper bound of the latter is a decreasing function of N.
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€.

The G index (G) is modified by presenting the alternative Adjusted G
(aG) index to adjust for the variability in N, which is derived by

accounting for the feasible range in the calculation of the original index.

9.2 Development of Specially Designed Indices
We argue that existing indices have not been derived in the context of the identified

complex structure of European football leagues, in which domestic championships

are multi-prize tournaments as opposed to common North American ones with a

single prize. In our view, domestic European championships are considered as three-

levelled tournaments, in which teams compete for the corresponding ordering set of

prizes or punishments:

a)

b)

c)

First level or first prize is the championship title which is the most
prestigious prize in any league.

Second level or second set of prizes are the qualifying places for
participation in European tournaments the following season.

Third level or set of punishments are the relegation places.

The development of new indices is grounded on an averaging approach, which takes

into consideration the competition at each level and rates ranking positions according

to their significance from the fans’ perspective.

a)

b)

Seasonal Indices:

1.  Normalised Concentration Ratio for the Champion (NCR;), which
captures the first level.

ii. Adjusted Concentration Ratio (ACRk), which captures the first two
levels.

iii. Normalised Concentration Ratio for Relegated Teams (NCR'), which

captures the third level.
iv. Special Concentration Ratio (SCR{( ), which captures all three levels.

Between-seasons Indices:
i.  Dynamic Index for the Champion (DN;), which captures the first
level.

1. Adjusted Dynamic Index (ADNkg), which captures the first two levels.
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iii. Dynamic Index for Relegated Teams (DN'), which captures the third

level.
iv. Special Dynamic Index (SDN1. ), which captures all three levels.

The approach followed also enables for a comprehensive analysis by creating bi-
dimensional indices that capture both the seasonal and the between-seasons
dimensions of competitive balance.
¢) Bi-dimensional indices:
i. Dynamic Concentration for the Champion (DC)), which captures the
first level.
il. Adjusted Dynamic Concentration (ADCk), which captures the first two
levels.
iii. Dynamic Concentration for Relegated Teams (DC"), which captures the
third level.

iv. Special Dynamic Concentration (SDC}),which captures all three

levels.

9.3 Investigation of the Behaviour of the Indices
To further explore the behaviour of the indices, an innovative sensitivity analysis is

employed followed by an empirical investigation. The combination of those two
processes reflects the concern for an advanced understanding of the aspects of

competitive balance each index stands for.

What we can infer from the sensitivity analysis is that the indices exhibit diverse
behaviour, which illustrates the different aspects of competitive balance they capture.
The sensitivity analysis also unveils features of the indices that are not easily
distinguishable from their derived function. In particular, the sensitivity of the
summary indices to the various hypothetical league states is not easily determined
from the theoretical foundation. On the other hand, the behaviour of the partial

indices is quite straightforwardly explained by their design. Based on the findings,

the usefulness of the composite single-dimensional partial indices (SCR; and

SDN.) is identified while what is also implied is the optimality -for the study of
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competitive balance in European football- of the more sophisticated bi-dimensional

SDC}. index, which captures all three levels in both dimensions.

The empirical investigation, which employs real data from eight domestic leagues for
the last 45-50 seasons, further elucidates the key points of the indices by exploring
their degree and trend both on Europe and country wise. Using various statistical
methods, the quite large number of the calculated indices (25 in total) unveils
interesting facts concerning the historical behaviour of competitive balance in
European football. Moreover, the findings reveal that the indices exhibit different
patterns of behaviour. As is designated in the theoretical foundation and confirmed
by the sensitivity analysis, the indices capture different components of competitive
balance. Consequently, part of this diversity derives from the design of the indices;
thus, for a suitable interpretation of the empirical results it is important to clearly

define the aspect of competitive balance the index refers to.

What is uncovered is that the seasonal dimension does not present an issue in
European football, since it reaches tolerable values; however, what is of concern is
the between-seasons dimension of competitive balance, given that its value is closer
to perfect imbalance, which may be interpreted as low ranking mobility across
seasons. As a result, regardless of the uncertainty during the season, the stronger
team finally prevails. Additionally, the competition in the middle is higher than in the
top K teams and comparable with that in the low / ranking places. What is more, our
study also confirms the effectiveness of the promotion-relegation rule in promoting
competitive balance and the absence of competition for the championship title in

European football.

The value of competitive balance greatly differs among the investigated European
countries. Based on the comprehensive bi-dimensional SDCj, index, Sweden is the

most competitive country followed by Norway, France and Germany; the ranking
continues with England and Italy while Belgium and Greece are the least competitive
countries. In reality, in terms of competitive balance intensity, the last four countries

form the worst in a total of two distinct groups identified by cluster analysis.

233



Correlation analysis verifies that hardly ever is any of the top K teams relegated or
does any of the promoted teams become the champion the following season. The
latter may be interpreted by the fact ranking in the course of the previous season
determines more the success for the championship title than the success for escaping
relegation. Alternatively, the number of teams that are candidates for relegation is far

greater than the number of teams competing for the championship title.

9.4 Significance of the Indices
Following Zimbalist’s (2003) suggestion that the fans’ sensitivity should be used as a

filter among potential indices, an econometric study has been designed to determine
the relative significance of all discussed indices. Based on the longstanding
Uncertainty of Outcome Hypothesis (UOH) (Fort & Maxcy, 2003), a reparameterised
ADL pooled regression model, using the EGLS-SUR method, is constructed to
analyse the relationship between competitive balance and fans’ interest which is
exhibited by their demand for league games. The main findings of the econometric
model are as follows:

a) All economic variables are found to have a significant effect on
attendance. In particular, national population is shown to have the greatest
effect with a long-run elasticity almost 5%. On the other hand, the long-
run elasticity of income is close to 0.5%, whereas that of the
unemployment rate is relatively small ranging from 0.14% to 0.22%,
depending on the index included in the model.

b) In the economic theory it is suggested that the more balanced the league,
the greater the game attendance at the stadium, which is supported by our
findings that refer to the new indices. As a result, there is a strong
indication that Neale’s (1964) assumption concerning the League
Standing Effect is supported by the model. Therefore, the results confirm
the assumption concerning the importance of the three identified levels of
competition in European football.

¢) Given that most conventional indices are not found to have a significant
long-run elasticity effect on attendance, the assumption concerning the
relative significance of ranking positions from the fans’ perspective is

also confirmed by the model.
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d) Both the seasonal and the between-seasons dimensions of competitive
balance are found to be significant, although the latter is shown to have a

slightly greater effect on attendance.
e) The ACRg index for the seasonal dimension and the SDN 11< index for the

between-seasons dimension may be considered as the most important
indices for the measurement of competitive balance, since they are found
to have the greatest effect on attendance with a -0.63% and a -0.85%
long-run elasticity respectively.

f) It may argued that the best or optimal index for the overall study of

competitive balance in European football may be the most comprehensive
bi-dimensional SDCj, index, since it is found to have the greatest effect
on attendance with a -1.142% long-run elasticity. Evidently, such a large
effect has a considerably large economic impact on total revenues, which

reflects the importance of competitive balance for leagues and teams.

Conclusively, our findings support the assumption that, in the context of the complex
structure of European football, the new averaging approach captures aspects of
competitive balance that, although they are important for fans, they have so far not
been taken into consideration. Essentially, all three levels in both dimensions are

important; however, the relative significance of levels and ranking positions greatly

varies as designated by the weighting pattern offered by the optimal SDCj as well

as the important ACRx and SDN 11< indices.

In effect, the further examination of the most important indices may prove to be a
powerful tool for an in-depth analysis of competitive balance since it reveals
interesting facts for league officials. For instance, our discussion for the promotion-
relegation rule is related with the recent news of US-owners of English teams

coveting to move to a North American closed-league system.

Similarly, explanations derived from the analysis of those indices can facilitate

policy makers in their effort to preserve the viability of European football leagues,
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which is threatened by the worsening values of competitive balance. Regarding the
identified decline of competitive balance, the explanation adopted is that offered by
Goossens (2006) for the Champions League effect. In reality, bonuses for
participation and successful results in European tournaments were dramatically
increased during the last decade. Additionally, the increasing loyalties from the
broadcasting industry are in favour of the successful teams at the top of the ladder
(Michie & Oughton, 2004). Therefore, there is a widening revenue gap among the
teams at the top and the remaining positions associated with competitive balance
deterioration. The relatively egalitarian redistribution mechanisms appear to be an
important reason for more competitive championships in France and Germany in
comparison with England and Italy. This derives from the high correlation between
successful results and wage expenditure (Hall, Szymanski, & Zimbalist, 2002). The
striking successful results from the same group of teams in European tournaments in
the absence of a generous redistribution system may be the main source of the

serious decline of competitive balance in England.

9.5 Future Research
From the discussion above it is clear that the present thesis may offer ample scope

for future research in the areas of the concept of competitive balance, the design of
special indices, and the econometric application across countries. Our study focuses
on the seasonal and between-seasons dimensions, since the shortest dimension of
match uncertainty does not effectively capture the interest of the fans (Borland &
MacDonald, 2003); more information (matches or games) may be required to assess

the importance of competitive balance.

The seasonal dimension concerns the relative qualities of teams in the course of the
season while the between-seasons dimension concerns the relative qualities of teams
across a number of seasons employing end of season results or ranking positions.
However, after excluding the shortest dimension of match uncertainty, a fairly large
time-gap exists between match and seasonal dimension. That time-gap might
generate a misleading idea regarding the value of competitive balance. Aside from

single matches, an important component for the design of the domestic championship
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format during the season is the weekly round. Round is an essential element for
football fans, since the round schedule is known to all competitors before the start of
each season and it usually takes place during the weekend, when every team
competes in home or away matches in rotation. A group of individual matches
composes each round and, in turn, rounds compose the season. If we were able to
measure competitive balance at round level, that would be a suitable candidate for
the aforementioned time-gap. Neale (1964, pp. 3-4) indirectly mentions this concept
in his discussion of “league standings” and emphasises “the progress towards a

championship or daily changes in the standings”.

Intuitively, competitive balance at round level may demonstrate in detail its
development throughout the season. For that reason, round uncertainty has been
introduced as a new dimension to account for the fluctuation of competitive balance
in the course of the season (Manasis, Avgerinou, & Ntzoufras, 2011). In contrast to
the conventionally static approach which only makes use of the final league table,
they propose a dynamic approach that incorporates all weekly rounds of the league.
In particular, Manasis et al. (2011) measure the seasonal dimension using round-
based indices capturing a slightly different set of competitive balance factors. We
suggest that such a dynamic approach can also be followed for the between-seasons
dimension by employing round uncertainty for the calculation of the introduced

single and bi-dimensional indices.

Regarding the design of special indices, the proposed weighting pattern of ranking
positions meets the set criteria and provides a benchmark for the study of competitive
balance in European football. However, the adopted averaging approach enables us
to achieve alternative weighing patterns by appropriately changing the identity of the
component indices. Consequently, various weighting schemes, based on the specific
structure of a domestic league, could be tested for their optimality using a properly
designed econometric study on European level. Furthermore, for a more reliable
estimation of the relative importance of ranking places, such an econometric study
could initially involve a country wise analysis using a number of country-specific

variables. Subsequently, the findings concerning country-specific weighting schemes
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could be used for the re-estimation of competitive balance prior to a more
comprehensive econometric analysis on European level, which entails a considerably
large number of countries. For the estimation of the variables’ coefficients we can
employ random effects using Hierarchical Bayesians Models (Gelman & Hill, 2007)
and WinBUGS statistical package (Spiegelhalter, Thomas, & Best, 1998).
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Appendix A. Data, Sources, and Descriptive Statistics

Table A.1: Number of Teams (/V) in the Highest League

Country
N Belgium England France Germany Greece Italy  Norway Sweden
10 9 2
12 23 23
14 1 14 24
16 8 2 23 21 1
18 34 9 43 26 24
20 1 33 41 1 5
22 17

Figure A.1a: Number of Teams (V) in the Highest League
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Figure A.1b: Number of Teams (V) in the Highest League
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Figure A.1c: Number of Teams (V) in the Highest League

Norway
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Table A.2: Data Sources for Results and Final Rankings in the Highest League

Country Source
Belgium Belgian Soccer Database
www.bsdb.be
Soccerway
England WWW.soccerway.com
France Ligue de Football Professionnel
www.Ifp.fr
Germany Bundesli.ga
www.bundesliga.com
Greece Hellenic Football Federation
WWW.epo.gr
The Rec.Sport.Soccer Statictics Foundation (RSSSF)
Ttaly www.rsssf.com
Norway RSSSF Norway — Norwegian football statistics
www.rsssf.no
Sweden Sveriges Fotbollshistoriker och Statistiker
www.bolletinen.se
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Table A.3: Data Sources for Final Rankings in the Second League
Country Source
Belgian Soccer Database
Beloium www.bsdb.be
& The Rec.Sport.Soccer Statictics Foundation (RSSSF)
www.rsssf.com
The Rec.Sport.Soccer Statictics Foundation (RSSSF)
England
www.rsssf.com
Ligue de Football Professionnel
www.1fp.fr
France Football Stats
www.footballstats. fr
Das Deutsche FuBball-Archiv
Germany .
www.f-archiv.de
The Rec.Sport.Soccer Statictics Foundation (RSSSF)
Greece
www.rsssf.com
; The Rec.Sport.Soccer Statictics Foundation (RSSSF)
Ttaly www.rsssf.com
RSSSF Norway — Norwegian football statistics
Norway
www.rsssf.no
Wikipedia — Swedish Football
en.wikipedia.org/wiki/Swedish_football Division 2
Sweden

Clas Glenning Homepage
home.swipnet.see/clasglenning/Index.htm

Table A.4: Number of Teams (K) Qualifying in European Tournaments

Country
g Belgium England France Germany Greece  ltaly ~ Norway Sweden
0 5
1 2 3 4
2 1 2 1 1
3 3 2 7 22 10
4 14 4 13 31 6 15 29
5 25 5 17 2 5 5 6
6 4 13 4 25 8 9
7 12 6 17 13
8 5 5 4
9 2
10 1

Data Source: UEFA European Cup Football Results & Qualification by Bert Kassies
www.xs4all.nl/~Kassiesa/bert/uefa/data/index.html
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Figure A.2a: Number of Teams (K) Qualifying in European Tournaments
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Figure A.2b: Number of Teams (K) Qualifying in European Tournaments
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Table A.5: Number of Relegated teams (/)

Country

; Belgium England France Germany Greece  lItaly ~ Norway Sweden
0 1

1 2 1 1 2

2 41 15 9 10 14 1 9 28

3 1 33 32 35 23 33 36 9

4 1 2 7 1 7 16 11

5 3

6 1

Relegated are also considered teams participating in play-off games with teams from the immediate lower
league.

Figure A.3a: Number of Relegated teams (/)
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Figure A.3b: Number of Relegated teams (/)
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Figure A.3c: Number of Relegated teams (/)

Norway

3-

2-

14

o0 +r—r-r-r-—-r-r-r-r-r-r-r-rr-r-r-r-rr-rrrrrr-r-r-r-rr--rr+-r-r--r--r-r-rT-r-r-r-r+-r-r+-r-r-r-+—-+-m—

1959 1962 1965 1968 1971 1974 1977 1980 1983 1986 1989 1992 1995 1998 2001 2004 2007
Season
Sweden

4-

3-

2

1-

o +rr-r-r-r-r-r-r-r-r-rrr-r-r-r-rr-rrrrrr-r-r-r-rr--rr-rr-r--r-r+-r-r-r-r-r+-r-r+-r-r-r-+—-+-m—

1959 1962 1965 1968 1971 1974 1977 1980 1983 1986 1989 1992 1995 1998 2001 2004 2007
Season

263



Table A.6: Number of Teams in the Second League

Belgium England France Germany Greece — Italy  Norway Sweden

Season
59 22 20 24 20 46
60 22 19 37 20 46
61 22 19 62 20 46
62 22 19 60 20 46
63 22 18 88 62 20 16 45
64 22 16 82 65 20 16 46
65 22 19 85 48 20 16 46
66 16 22 18 85 54 20 16 46
67 16 22 18 85 32 21 16 47
68 16 22 21 85 36 20 16 48
69 16 22 16 85 54 20 16 48
70 16 22 48 85 54 20 16 48
71 16 22 48 83 60 20 16 48
72 16 22 36 82 60 20 20 36
73 16 22 36 83 61 20 20 28
74 16 22 35 40 60 20 20 28
75 16 22 36 40 40 20 20 28
76 16 22 36 40 40 20 20 28
77 16 22 36 40 40 20 30 28
78 16 22 36 40 40 20 30 28
79 16 22 36 40 40 20 24 28
80 16 22 36 40 40 20 24 28
81 16 22 36 20 40 20 24 28
82 16 22 36 20 40 20 24 24
83 16 22 37 20 20 20 24 24
84 16 22 36 20 20 20 24 28
85 16 22 36 20 20 20 24 28
86 16 22 36 20 20 20 24 28
87 16 23 36 20 18 20 24 28
88 16 24 36 20 18 20 24 28
89 16 24 36 20 18 20 24 28
90 16 24 36 20 18 20 24 28
91 16 24 36 24 18 20 24 32
92 16 24 36 24 18 20 24 32
93 16 24 22 20 18 20 24 32
94 18 24 22 18 18 20 24 28
95 18 24 22 18 18 20 24 28
96 18 24 22 18 18 20 24 28
97 18 24 22 18 18 20 14 28
98 18 24 20 18 18 20 14 28
99 18 24 20 18 18 20 14 28
00 18 24 20 18 16 20 14 16
01 18 24 20 18 14 20 16 16
02 18 24 20 18 16 20 16 16
03 18 24 20 18 16 24 16 16
04 18 24 20 18 16 22 16 16
05 18 24 20 18 16 22 16 16
06 18 24 20 18 18 22 16 16
07 19 24 20 18 18 22 16 16
08 19 24 20 18 18 22 16 16
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Table A.7: Data Sources for Attendance

Country

Source

Belgium

England

France

Belgian Soccer History
www.belgiumsoccerhistory.com

European Football Statistics
http://www.european-football-statistics.co.uk/index1.htm

European Football Statistics
http://www.european-football-statistics.co.uk/index 1.htm

Football Stats
www.footballstats. fr

Germany

Greece

Italy

European Football Statistics
http://www.european-football-statistics.co.uk/index 1.htm
European Football Statistics
http://www.european-football-statistics.co.uk/index 1.htm
Athlitki Hxo Digital Archive
www.athlitikihxo.gr/

European Football Statistics
http://www.european-football-statistics.co.uk/index 1.htm

Norway

Sweden

RSSSF Norway — Norwegian football statistics
www.rsssf.no
Sveriges Fotbollshistoriker och Statistiker
www.bolletinen.se

Table A.8: Data Sources for Population and Economic Variables

Country Source
. Organization for Economic Co-operation and
Population
(POP) Development (OECD)
http://www.oecd.org/
Gross National European Comission
Disposal Income per Economic and Financial Affairs
Capita (GNI) http://ec.europa.eu/economy_finance/index en.htm
Consumer Price Index Worldwide Inflation Data
(CPI) http://nl.inflation.eu/
European Comission
Unemp 1(02}]’:)% Rate Economic and Financial Affairs

http://ec.europa.eu/economy finance/index en.htm




Table A.9: Competitive Balance Indices for Belgium

Index Dimension | Mean | SD Min Q; |Median| Q3 Max
NAMSI 0.453 | 0.052 | 0.294 | 0.422 | 0.453 | 0.497 | 0.543
HHI 0.208 | 0.046 | 0.086 | 0.178 | 0.205 | 0.247 | 0.295
AGINI 0.436 | 0.052 | 0.274 | 0.402 | 0.442 | 0.471 | 0.528
AH 0.172 | 0.039 | 0.069 | 0.147 | 0.170 | 0.202 | 0.245
niD _ 0.428 | 0.055 | 0.289 | 0.386 | 0.432 | 0.466 | 0.543
NCR, % 0.568 | 0.090 | 0.367 | 0.500 | 0.559 | 0.640 | 0.735
NCRg § 0.472 | 0.064 | 0.344 | 0.431 | 0.477 | 0.517 | 0.625
NCR' 7 0.437 | 0.075 | 0.214 | 0.391 | 0.438 | 0.484 | 0.609
ACRg 0.517 | 0.067 | 0.360 | 0.489 | 0.514 | 0.551 | 0.643
SCR}, 0.503 | 0.061 | 0.331 | 0.474 | 0.509 | 0.538 | 0.608
nCBgual 0.246 | 0.052 | 0.142 | 0.211 | 0.236 | 0.281 | 0.352
S 0.436 | 0.052 | 0.274 | 0.399 | 0.441 | 0.471 | 0.525
T 0.722 | 0.065 | 0.549 | 0.694 | 0.735 | 0.774 | 0.824
7y 0.800 | 0.076 | 0.581 | 0.759 | 0.817 | 0.861 | 0.907
DN: é 0.602 | 0.080 | 0.395 | 0.549 | 0.605 | 0.654 | 0.741
DN, § 0.895 | 0.119 | 0.412 | 0.867 | 0.941 | 1.000 | 1.000
DNk % 0.798 | 0.090 | 0.569 | 0.750 | 0.793 | 0.865 | 0.964
DN’ > 0.749 | 0.155 | 0.321 | 0.662 | 0.750 | 0.875 | 1.000
ADNk E,’ 0.851 | 0.081 | 0.650 | 0.800 | 0.870 | 0.919 | 0.960
SDN,[< 0.833 | 0.072 | 0.640 | 0.796 | 0.847 | 0.888 | 0.941
aG 0.588 | 0.119 | 0.258 | 0.547 | 0.589 | 0.671 | 0.753
DC, = 0.732 | 0.085 | 0.471 | 0.691 | 0.750 | 0.791 | 0.853
ADCg N é 0.684 | 0.060 | 0.530 | 0.649 | 0.699 | 0.723 | 0.798
DC’ M g 0.594 | 0.091 | 0.366 | 0.523 | 0.608 | 0.672 | 0.727
SDC,I( S 0.668 | 0.054 | 0.514 | 0.633 | 0.682 | 0.708 | 0.762
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An overview of the indices by type and dimension is presented in Table 6.1.
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Figure A.4: Box-plot of the Indices in Belgium
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An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.10: Competitive Balance Indices for England

Index | Dimension | Mean SD Min Q Median Qs Max
NAMSI 0.378 | 0.070 | 0.262 | 0.332 | 0.372 | 0.422 | 0.560
HHI 0.148 | 0.054 | 0.069 | 0.110 | 0.139 | 0.178 | 0.313
AGINI 0.362 | 0.066 | 0.242 | 0.319 | 0.360 | 0.405 | 0.538
AH 0.124 | 0.046 | 0.057 | 0.091 | 0.119 | 0.148 | 0.273
niD _ 0.350 | 0.066 | 0.227 | 0.304 | 0.349 | 0.380 | 0.530
NCR, % 0.487 | 0.103 | 0.262 | 0.429 | 0.474 | 0.571 | 0.737
NCRg § 0.384 | 0.063 | 0.262 | 0.329 | 0.383 | 0.417 | 0.542
NCR' 7 0.364 | 0.076 | 0.219 | 0.314 | 0.366 | 0.412 | 0.520
ACRg 0.430 | 0.078 | 0.258 | 0.381 | 0.412 | 0.486 | 0.592
SCR} 0.419 | 0.075 | 0.260 | 0.368 | 0.411 | 0.470 | 0.582
nCByual 0.184 | 0.056 | 0.104 | 0.149 | 0.166 | 0.213 | 0.349
S
T 0.687 | 0.064 | 0.563 | 0.628 | 0.693 | 0.732 | 0.816
T 0.756 | 0.077 | 0.589 | 0.690 | 0.775 | 0.815 | 0.889
DN,* g 0.567 | 0.081 | 0.421 | 0.500 | 0.570 | 0.630 | 0.740
DN, § 0.850 | 0.219 | 0.000 | 0.857 | 0.947 | 0.952 | 1.000
DNk g 0.717 | 0.111 | 0.458 | 0.653 | 0.719 | 0.792 | 0.947
DN’ 4 0.725 | 0.136 | 0.350 | 0.667 | 0.754 | 0.824 | 1.000
ADNg E 0.793 | 0.115 | 0.447 | 0.737 | 0.801 | 0.879 | 0.972
SDN,I< 0.783 | 0.106 | 0.468 | 0.747 | 0.782 | 0.857 | 0.930
aG 0.568 | 0.165 | 0.255 | 0.463 | 0.560 | 0.679 | 0.925
DC, = 0.671 | 0.132 | 0.190 | 0.643 | 0.702 | 0.738 | 0.842
ADCk N é 0.613 | 0.081 | 0.378 | 0.568 | 0.609 | 0.672 | 0.769
DC! M g 0.546 | 0.083 | 0.313 | 0.505 | 0.569 | 0.610 | 0.662
SDC[]< S 0.602 | 0.075 | 0.390 | 0.568 | 0.605 | 0.657 | 0.756
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An overview of the indices by type and dimension is presented in Table 6.1.
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Figure A.5: Box-plot of the Indices in England
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An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.11: Competitive Balance Indices for France

Index | Dimension | Mean SD Min Q Median Qs Max
NAMSI 0.344 | 0.055 | 0.232 | 0.296 | 0.355 | 0.385 | 0.433
HHI 0.121 | 0.036 | 0.054 | 0.088 | 0.126 | 0.149 | 0.188
AGINI 0.329 | 0.054 | 0.217 | 0.281 | 0.341 | 0.373 | 0.410
AH 0.102 | 0.031 | 0.045 | 0.072 | 0.109 | 0.125 | 0.163
niD _ 0.315 | 0.056 | 0.198 | 0.259 | 0.330 | 0.359 | 0.415
NCR, % 0.445 | 0.088 | 0.263 | 0.395 | 0.447 | 0.500 | 0.647
NCRg § 0.350 | 0.067 | 0.222 | 0.305 | 0.353 | 0.393 | 0.492
NCR' 7 0.337 | 0.068 | 0.225 | 0.284 | 0.340 | 0.373 | 0.514
ACRg 0.390 | 0.070 | 0.244 | 0.347 | 0.395 | 0.433 | 0.521
SCR} 0.382 | 0.065 | 0.256 | 0.335 | 0.386 | 0.428 | 0.498
nCByual 0.159 | 0.037 | 0.094 | 0.133 | 0.159 | 0.186 | 0.253
S 0.328 | 0.054 | 0.217 | 0.281 | 0.339 | 0.372 | 0.410
T 0.661 | 0.071 | 0.471 | 0.611 | 0.668 | 0.716 | 0.784
T 0.726 | 0.093 | 0.460 | 0.667 | 0.742 | 0.799 | 0.860
DN,* g 0.532 | 0.085 | 0.346 | 0.490 | 0.540 | 0.590 | 0.700
DN, § 0.837 | 0.236 | 0.053 | 0.789 | 0.941 | 1.000 | 1.000
DNk g 0.695 | 0.125 | 0.344 | 0.615 | 0.725 | 0.773 | 0.902
DN’ 4 0.713 | 0.153 | 0.313 | 0.609 | 0.725 | 0.824 | 1.000
ADNg E 0.760 | 0.136 | 0.300 | 0.707 | 0.774 | 0.843 | 0.954
SDN,I< 0.751 | 0.119 | 0.362 | 0.697 | 0.768 | 0.825 | 0.953
aG 0.486 | 0.137 | 0.164 | 0.400 | 0.483 | 0.621 | 0.709
DC, = 0.640 | 0.139 | 0.176 | 0.605 | 0.684 | 0.724 | 0.824
ADCk N é 0.574 | 0.086 | 0.310 | 0.541 | 0.586 | 0.634 | 0.726
DC! M g 0.524 | 0.094 | 0313 | 0.472 | 0.534 | 0.598 | 0.715
SDC[]< S 0.565 | 0.077 | 0311 | 0.531 | 0.568 | 0.620 | 0.725
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An overview of the indices by type and dimension is presented in Table 6.1.
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Figure A.6: Box-plot of the Indices in France
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An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.12: Competitive Balance Indices for Germany

Index | Dimension | Mean SD Min Q Median Qs Max
NAMSI 0.378 | 0.066 | 0.195 | 0.336 | 0.375 | 0.423 | 0.500
HHI 0.147 | 0.049 | 0.038 | 0.113 | 0.141 | 0.179 | 0.250
AGINI 0.364 | 0.066 | 0.179 | 0.320 | 0.355 | 0.406 | 0.483
AH 0.124 | 0.043 | 0.031 | 0.093 | 0.118 | 0.149 | 0.235
niD _ 0.352 | 0.069 | 0.167 | 0.304 | 0.343 | 0.406 | 0.500
NCR, % 0.456 | 0.086 | 0.265 | 0.412 | 0.441 | 0.529 | 0.618
NCRg § 0.367 | 0.072 | 0.181 | 0.320 | 0.362 | 0.414 | 0.528
NCR' 7 0.371 | 0.083 | 0.172 | 0.322 | 0.356 | 0.422 | 0.594
ACRg 0.403 | 0.071 | 0.229 | 0.369 | 0.406 | 0.456 | 0.540
SCR} 0.399 | 0.068 | 0.221 | 0.363 | 0.399 | 0.442 | 0.525
nCByual 0.179 | 0.039 | 0.094 | 0.160 | 0.178 | 0.207 | 0.267
S 0.363 | 0.066 | 0.179 | 0.320 | 0.355 | 0.406 | 0.483
T 0.700 | 0.068 | 0.542 | 0.667 | 0.706 | 0.739 | 0.817
T 0.771 | 0.088 | 0.553 | 0.739 | 0.784 | 0.831 | 0.904
DN,* g 0.574 | 0.093 | 0.407 | 0.506 | 0.580 | 0.630 | 0.741
DN, § 0.823 | 0.215 | 0.118 | 0.765 | 0.882 | 1.000 | 1.000
DNk g 0.691 | 0.106 | 0.528 | 0.597 | 0.694 | 0.778 | 0.903
DN’ 4 0.744 | 0.139 | 0.281 | 0.667 | 0.778 | 0.844 | 0.938
ADNg E 0.750 | 0.114 | 0.435 | 0.667 | 0.772 | 0.840 | 0.964
SDN,I< 0.749 | 0.101 | 0.494 | 0.681 | 0.768 | 0.829 | 0.921
aG 0.597 | 0.133 | 0.292 | 0.533 | 0.620 | 0.688 | 0.849
DC, = 0.639 | 0.127 | 0.279 | 0.588 | 0.662 | 0.721 | 0.794
ADCk N é 0.576 | 0.076 | 0.384 | 0.534 | 0.581 | 0.627 | 0.731
DC! M g 0.558 | 0.088 | 0.320 | 0.522 | 0.572 | 0.622 | 0.694
SDC;< S 0.574 | 0.069 | 0.425 | 0.533 | 0.575 | 0.628 | 0.699
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An overview of the indices by type and dimension is presented in Table 6.1.
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Figure A.7: Box-plot of the Indices in Germany
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An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.13: Competitive Balance Indices for Greece

Index | Dimension | Mean SD Min Q Median Qs Max
NAMSI 0.496 | 0.079 | 0.334 | 0.445 | 0.515 | 0.552 | 0.634
HHI 0.252 | 0.076 | 0.112 | 0.198 | 0.265 | 0.305 | 0.401
AGINI 0.470 | 0.079 | 0.319 | 0.418 | 0.482 | 0.523 | 0.621
AH 0.210 | 0.068 | 0.092 | 0.155 | 0.216 | 0.264 | 0.349
niD _ 0.461 | 0.077 | 0.290 | 0.407 | 0.462 | 0.514 | 0.633
NCR, % 0.614 | 0.102 | 0.382 | 0.561 | 0.633 | 0.676 | 0.824
NCRg § 0.548 | 0.089 | 0.344 | 0.494 | 0.563 | 0.606 | 0.700
NCR' 7 0.431 | 0.102 | 0.219 | 0.360 | 0.423 | 0.500 | 0.625
ACRg 0.582 | 0.094 | 0.375 | 0.528 | 0.593 | 0.646 | 0.744
SCR} 0.551 | 0.086 | 0.353 | 0.498 | 0.555 | 0.611 | 0.699
nCByual 0.294 | 0.083 | 0.156 | 0.246 | 0.290 | 0.333 | 0.539
S 0.469 | 0.079 | 0.319 | 0.417 | 0.482 | 0.526 | 0.621
T 0.780 | 0.057 | 0.601 | 0.750 | 0.775 | 0.825 | 0.882
T 0.864 | 0.058 | 0.668 | 0.843 | 0.866 | 0.903 | 0.954
DN,* g 0.679 | 0.075 | 0.494 | 0.630 | 0.679 | 0.741 | 0.815
DN, § 0.931 | 0.102 | 0.533 | 0.882 | 1.000 | 1.000 | 1.000
DNk g 0.855 | 0.076 | 0.700 | 0.800 | 0.875 | 0.911 | 1.000
DN’ 4 0.769 | 0.101 | 0.513 | 0.696 | 0.786 | 0.857 | 0.974
ADNg 2 0.892 | 0.075 | 0.620 | 0.856 | 0.911 | 0.947 | 1.000
SDN,I< 0.868 | 0.063 | 0.660 | 0.838 | 0.883 | 0.909 | 0.972
aG 0.778 | 0.083 | 0.628 | 0.726 | 0.752 | 0.824 | 0.923
DC, = 0.772 | 0.084 | 0.483 | 0.721 | 0.794 | 0.833 | 0.912
ADCk N é 0.736 | 0.072 | 0.518 | 0.691 | 0.751 | 0.791 | 0.838
DC! M g 0.599 | 0.078 | 0.484 | 0.536 | 0.577 | 0.647 | 0.795
SDC[]< S 0.709 | 0.063 | 0.528 | 0.669 | 0.720 | 0.762 | 0.800
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An overview of the indices by type and dimension is presented in Table 6.1.
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Figure A.8: Box-plot of the Indices in Greece
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An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.14: Competitive Balance Indices for Italy

Index | Dimension | Mean SD Min Q Median Qs Max
NAMSI 0.423 | 0.047 | 0.339 | 0.380 | 0.423 | 0.456 | 0.528
HHI 0.181 | 0.040 | 0.115 | 0.144 | 0.179 | 0.208 | 0.279
AGINI 0.405 | 0.047 | 0.330 | 0.362 | 0.407 | 0.437 | 0.508
AH 0.152 | 0.036 | 0.100 | 0.123 | 0.147 | 0.176 | 0.236
niD _ 0.397 | 0.048 | 0.305 | 0.354 | 0.400 | 0.429 | 0.505
NCR, % 0.516 | 0.086 | 0.367 | 0.467 | 0.500 | 0.559 | 0.763
NCRg § 0.412 | 0.049 | 0313 | 0.375 | 0.414 | 0.444 | 0.549
NCR' 7 0.386 | 0.067 | 0.232 | 0.345 | 0.372 | 0.436 | 0.527
ACRg 0.457 | 0.059 | 0.335 | 0.414 | 0.446 | 0.502 | 0.613
SCR} 0.447 | 0.054 | 0.342 | 0.407 | 0.444 | 0.487 | 0.596
nCByual 0.215 | 0.053 | 0.138 | 0.184 | 0.197 | 0.234 | 0.382
S 0.404 | 0.047 | 0.330 | 0.361 | 0.406 | 0.436 | 0.506
T 0.732 | 0.060 | 0.600 | 0.686 | 0.745 | 0.765 | 0.842
T 0.814 | 0.068 | 0.672 | 0.765 | 0.819 | 0.859 | 0.932
DN,* g 0.614 | 0.072 | 0.469 | 0.578 | 0.617 | 0.656 | 0.766
DN, § 0.878 | 0.128 | 0.471 | 0.800 | 0.933 | 1.000 | 1.000
DNk g 0.733 | 0.082 | 0.542 | 0.688 | 0.717 | 0.800 | 0.896
DN’ 4 0.740 | 0.124 | 0.385 | 0.679 | 0.750 | 0.821 | 0.964
ADNg E 0.810 | 0.072 | 0.609 | 0.766 | 0.824 | 0.865 | 0.933
SDN,I< 0.800 | 0.063 | 0.628 | 0.755 | 0.813 | 0.843 | 0.907
aG 0.652 | 0.100 | 0.458 | 0.627 | 0.639 | 0.732 | 0.852
DC, = 0.696 | 0.082 | 0.471 | 0.633 | 0.706 | 0.750 | 0.882
ADCk N é 0.633 | 0.053 | 0.509 | 0.593 | 0.646 | 0.666 | 0.741
DC! M g 0.564 | 0.077 | 0.365 | 0.522 | 0.571 | 0.627 | 0.746
SDC[]< S 0.623 | 0.046 | 0.511 | 0.585 | 0.637 | 0.659 | 0.717
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An overview of the indices by type and dimension is presented in Table 6.1.
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Figure A.9: Box-plot of the Indices in Italy
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An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.15: Competitive Balance Indices for Norway

Index | Dimension | Mean SD Min Q Median Qs Max
NAMSI 0.421 | 0.081 | 0.253 | 0.372 | 0.431 | 0471 | 0.602
HHI 0.183 | 0.068 | 0.064 | 0.138 | 0.186 | 0.222 | 0.362
AGINI 0.404 | 0.077 | 0.241 | 0.356 | 0.406 | 0.455 | 0.567
AH 0.158 | 0.066 | 0.051 | 0.113 | 0.153 | 0.195 | 0.380
niD _ 0.395 | 0.081 | 0.236 | 0.337 | 0.388 | 0.448 | 0.542
NCR, % 0.460 | 0.103 | 0.269 | 0.389 | 0.458 | 0.500 | 0.654
NCRg § 0.399 | 0.070 | 0.256 | 0.356 | 0.402 | 0.447 | 0.524
NCR' 7 0.409 | 0.100 | 0.204 | 0.346 | 0.401 | 0.469 | 0.656
ACRg 0.424 | 0.079 | 0.281 | 0.364 | 0.423 | 0.483 | 0.592
SCR} 0.421 | 0.076 | 0.269 | 0.373 | 0.429 | 0471 | 0.569
nCByual 0.208 | 0.052 | 0.119 | 0.170 | 0.204 | 0.241 | 0.317
S 0.403 | 0.077 | 0.238 | 0.356 | 0.405 | 0.455 | 0.567
T 0.642 | 0.092 | 0.348 | 0.600 | 0.667 | 0.697 | 0.824
T 0.693 | 0.115 | 0.297 | 0.630 | 0.712 | 0.762 | 0.921
DN,* g 0.500 | 0.101 | 0.222 | 0.469 | 0.500 | 0.556 | 0.755
DN, § 0.818 | 0.239 | 0.091 | 0.727 | 0.909 | 1.000 | 1.000
DNk g 0.644 | 0.132 | 0.370 | 0.556 | 0.630 | 0.733 | 0.889
DN’ 4 0.668 | 0.172 | 0.212 | 0.576 | 0.667 | 0.758 | 1.000
ADNg E 0.708 | 0.150 | 0.204 | 0.607 | 0.705 | 0.810 | 0.934
SDN,I< 0.700 | 0.124 | 0.245 | 0.633 | 0.694 | 0.779 | 0.921
aG 0.456 | 0.125 | 0.204 | 0.335 | 0.440 | 0.552 | 0.664
DC, = 0.641 | 0.147 | 0.205 | 0.583 | 0.673 | 0.731 | 0.827
ADCk N é 0.567 | 0.097 | 0.257 | 0.513 | 0.569 | 0.635 | 0.733
DC! M g 0.539 | 0.104 | 0.265 | 0.481 | 0.546 | 0.620 | 0.750
SDC;< S 0.561 | 0.085 | 0.269 | 0.524 | 0.565 | 0.618 | 0.700
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An overview of the indices by type and dimension is presented in Table 6.1.
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Figure A.10: Box-plot of the Indices in Norway
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An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.16: Competitive Balance Indices for Sweden

Index | Dimension | Mean SD Min Q Median Qs Max
NAMSI 0.414 | 0.074 | 0.252 | 0.370 | 0.412 | 0.458 | 0.579
HHI 0.177 | 0.062 | 0.064 | 0.137 | 0.170 | 0.210 | 0.336
AGINI 0.398 | 0.071 | 0.248 | 0.360 | 0.392 | 0.440 | 0.572
AH 0.153 | 0.059 | 0.052 | 0.119 | 0.147 | 0.174 | 0.308
niD _ 0.386 | 0.075 | 0.245 | 0.347 | 0.376 | 0.418 | 0.583
NCR, % 0.442 | 0.098 | 0.227 | 0.385 | 0.423 | 0.492 | 0.727
NCRg § 0.392 | 0.067 | 0.244 | 0.344 | 0.390 | 0.425 | 0.556
NCR' 7 0.424 | 0.106 | 0.250 | 0.339 | 0.413 | 0.495 | 0.675
ACRg 0.413 | 0.076 | 0.252 | 0.350 | 0.413 | 0.466 | 0.617
SCR} 0.416 | 0.073 | 0.257 | 0.365 | 0.421 | 0.476 | 0.569
nCByual 0.198 | 0.053 | 0.111 | 0.164 | 0.191 | 0.220 | 0.392
S 0.396 | 0.072 | 0.248 | 0.354 | 0.390 | 0.440 | 0.572
T 0.673 | 0.074 | 0.530 | 0.615 | 0.681 | 0.727 | 0.824
T 0.730 | 0.096 | 0.500 | 0.661 | 0.752 | 0.790 | 0.884
DN,* g 0.539 | 0.095 | 0.306 | 0.490 | 0.571 | 0.592 | 0.755
DN, § 0.732 | 0.292 | 0.000 | 0.462 | 0.889 | 1.000 | 1.000
DNk g 0.644 | 0.136 | 0.370 | 0.550 | 0.667 | 0.743 | 0.879
DN’ 4 0.734 | 0.177 | 0.300 | 0.600 | 0.725 | 0.900 | 1.000
ADNg E 0.687 | 0.167 | 0.219 | 0.596 | 0.692 | 0.837 | 0.941
SDN,I< 0.699 | 0.130 | 0.289 | 0.644 | 0.705 | 0.806 | 0.885
aG 0.518 | 0.107 | 0.300 | 0.419 | 0.526 | 0.629 | 0.680
DC, = 0.587 | 0.166 | 0.114 | 0.432 | 0.636 | 0.705 | 0.841
ADCk N é 0.549 | 0.103 | 0.235 | 0.485 | 0.552 | 0.639 | 0.718
DC! M g 0.577 | 0.122 | 0.288 | 0.492 | 0.583 | 0.688 | 0.838
SDC[]< S 0.556 | 0.084 | 0.273 | 0.513 | 0.564 | 0.618 | 0.711
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An overview of the indices by type and dimension is presented in Table 6.1.
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Figure A.11: Box-plot of the Indices in Sweden
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An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.17: Competitive Balance Indices in Europe

Index | Dimension | Mean SD Min Q Median Qs Max
NAMSI 0.413 | 0.080 | 0.195 | 0.362 | 0.413 | 0.466 | 0.634
HHI 0.177 | 0.067 | 0.038 | 0.131 | 0.170 | 0.217 | 0.401
AGINI 0.396 | 0.077 | 0.179 | 0.345 | 0.393 | 0.446 | 0.621
AH 0.149 | 0.059 | 0.031 | 0.108 | 0.142 | 0.181 | 0.380
niD _ 0.385 | 0.079 | 0.167 | 0.335 | 0.377 | 0.435 | 0.633
NCR, % 0.498 | 0.111 | 0.227 | 0.423 | 0.500 | 0.567 | 0.824
NCRg § 0.415 | 0.091 | 0.181 | 0.356 | 0.407 | 0.463 | 0.700
NCR' 7 0.394 | 0.091 | 0.172 | 0.333 | 0.389 | 0.455 | 0.675
ACRg 0.452 | 0.097 | 0.229 | 0.388 | 0.441 | 0.512 | 0.744
SCR} 0.442 | 0.088 | 0.221 | 0.383 | 0.436 | 0.497 | 0.699
nCByual 0.210 | 0.068 | 0.094 | 0.163 | 0.196 | 0.244 | 0.539
S 0.400 | 0.078 | 0.179 | 0.350 | 0.399 | 0.452 | 0.621
T 0.700 | 0.080 | 0.348 | 0.653 | 0.710 | 0.758 | 0.882
T 0.769 | 0.099 | 0.297 | 0.712 | 0.783 | 0.841 | 0.954
DN: g 0.576 | 0.100 | 0.222 | 0.510 | 0.583 | 0.642 | 0.815
DN, § 0.845 | 0.211 | 0.000 | 0.800 | 0.933 | 1.000 | 1.000
DNk g 0.722 | 0.128 | 0.344 | 0.636 | 0.729 | 0.819 | 1.000
DN’ 4 0.731 | 0.147 | 0.212 | 0.644 | 0.750 | 0.825 | 1.000
ADNk 2 0.781 | 0.135 | 0.204 | 0.707 | 0.805 | 0.883 | 1.000
SDN,Q 0.773 | 0.115 | 0.245 | 0.705 | 0.794 | 0.853 | 0.972
aG 0.581 | 0.156 | 0.164 | 0.471 | 0.589 | 0.688 | 0.925
DC, = 0.672 | 0.135 | 0.114 | 0.618 | 0.702 | 0.765 | 0.912
ADCk N é 0.616 | 0.100 | 0.235 | 0.559 | 0.621 | 0.681 | 0.838
DC! M g 0.562 | 0.096 | 0.265 | 0.506 | 0.570 | 0.627 | 0.838
SDC[]< S 0.607 | 0.087 | 0.269 | 0.556 | 0.612 | 0.668 | 0.800

An overview of the indices by type and dimension is presented in Table 6.1.
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Table A.18: Ten Best Records for DNV and DN' Indices

DN DN'
R Country Season Value Country Season Value
1 Norway 2004 0.212 Norway 1969 0,000
2 Germany 1969 0.281 France 1968 0,059
3 Sweden 1970 0.300 France 1968 0,059
4 France 1968 0.313 Norway 1973 0,091
5 Belgium 1970 0.321 France 1970 0,105
6 Sweden 1988 0.350 Belgium 1970 0,133
7 England 1960 0.350 Norway 2001 0,231
8 Norway 1987 0.370 England 1975 0.238
9 France 1970 0.373 Norway 1987 0,273
10 Norway 1968 0.375 Belgium 1997 0,294
Table A.19: Point Scheme
S@ gtlg’; Belgium England France Germany Greece — Italy  Norway Sweden
3-2-17 1959-1972
1959-1987°
2-1-0  1966-1994 1959-1980 & 1963-1994 1973-1991 1959-2008 1963-1986 1959-1989
1989-1993
3-2-1-0 1987
1988
3-1-0  1995-2008 1981-2008 & 1995-2008 1992-2008 1994-2008 1988-2008 1990-2008
1994-2008

"In France for the season 1993, one point bonus is for more than three goals. Additionally, for the
seasons 1975 and 1975 one point bonus is given to wins with more than 3 goals difference.

* Following a draw, an extra point is given for the win in penalties.

" Three points are awarded for a win, two for a draw, and one for a loss.
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Appendix B. Analysis of Competitive Balance in European
Countries

B.1. Belgium

From the decade ranking presented in Table B.1 it may be drawn that in terms of
seasonal competitive balance the last two decades in Belgium are the worst. This also
confirms the upward linear trend found in the seasonal dimension. Additionally, in
terms of between-seasons competitive balance the last decade is the worst. Therefore,
it may be stated that compared with its historical values competitive balance in
Belgium has recently worsened. A time-series MA(5) for all indices in Belgium is
illustrated in the graphs presented in Figure B.1. As is depicted in Graph 1, the
summary seasonal indices present an identical trend pattern and form two distinct
groups, as was already indicated for Greece. From Graph 2, it may be noted that
NCR, demonstrates the highest values, which may be interpreted as high degree of
champion domination. Conversely, NCR' displays the lowest values, which signifies
a greater competition in the relegation places. Therefore, it may be drawn that the
promotion-relegation rule greatly promotes competitive balance in Belgium. What
may be noted for Graphs 3 & 4 is the abrupt drop in the middle of the 1990’s, which
has already been discussed in relation to the trend analysis. More specifically, the
highest drop is observed for the aG index while a similar drop is not observed for the
DN, index. With the exception of the champion, it may be stated that mobility is
more evident both at the top and the bottom of the ladder. Alternatively, the
champion dominates the league across seasons and at the same time the league
appears more balanced. From Graph 5 it may be derived that the drop identified in
the middle of the 1990°s is only due to an improvement in the competition at the

bottom of the league.
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Table B.1: Decade Ranking for All Indices in Belgium

Index | 7959-1968 | 1969-1978 | 1979-1988 | 1989-1998 | 1999-2008

NAMSI

)
w
N
W

HHI

AGINI

AH

nlD

NCR,

NCRg

NCR!
ACRy
SCR}.

nCB qual

S

T

Ts

*

DN,

t
DN,

DNk

DN

ADNk

— = [ = (N NN N W =N NN = =N == =] —

SDN\.

aG

DG,

ADCk

DC!

W W A ON =, INDND|W BRI, N BB

N (NN = |||V~ —= = W=D
B PR W W[ W] W[ R |W[—= W WIN|W[W[W W IN[W|[W[W|WwW|Ww|Ww
VRV ERV, RNV RV ERV. ERV, R RV, NN SRRV, N RV, N RV, NV, RV, RV, IRV, N NV, RV, RN R, RV, N RV, RV,

—_ | = =N

SDC},
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Figure B.1b: MA(5) for All Indices in Belgium
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B.2. England
The decade ranking results presented inTable B.2 reveal that competitive balance in

England worsens from decade to decade. More specifically, the first and last decade
appear to be the most and the least competitive respectively. This verifies the upward
linear trend found in both dimensions. What is noticed in time-series MA(S)
presented in Figure B.2 is the identical pattern in two sub-groups of the summary
seasonal indices in Graph 1. What may be noted for Graph 2 is that the gap among
the partial seasonal indices widens from season to season. This is mostly attributed to
the increasing values in NCR;, which is indicative of seasonal domination by the
champion. The same may also be observed in the between-seasons indices depicted
in Graph 3. It is important to note that with respect to aG the low levels in the early
1990’s are contrasted to the recent high values. Consequently, the worsening of
competitive balance in England during the last decade may be explained by the very
low mobility of the top five teams across seasons. In Graph 4 the parallel pattern of
the summary between-seasons indices is illustrated, which has already been noticed
for other countries. From the bi-dimensional indices depicted in Graph 5 it may be
verified that the worsening of competitive balance is mainly due to the higher rate of
the champion’s domination both seasonally and dynamically. On the other hand, the
effectiveness of the promotion-relegation rule is ascertained by the relatively high

degree of competition at the bottom of the ladder.
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Table B.2: Decade Ranking for All Indices in England

Value of Compatitive Balance

Index | 1959-1968 | 1969-1978 | 1979-1988 | 1989-1998 | 1999-2008
NAMSI 1 3 2 4 5
HHI" 1 3 2 4 5
AGINI 1 4 2 3 5
AH 1 4 2 3 5
nlD 1 2 4 3 5
NCR, 1 3 2 4 5
NCRg 3 1 2 4 5
NCR' 3 4 2 1 5
ACRk 2 3 1 4 5
SCR}, 1 3 2 4 5
nCB gual 1 3 2 4 5
S 1 3 2 4 5
T 2 1 3 4 5
ry 2 1 4 3 5
DN; 2 1 3 4 5
DN, 1 2 3 4 5
DNy 3 2 4 1 5
DN 1 3 2 4 5
ADNg 1 2 4 3 5
SDN ¢ 1 2 3 4 5
aG 4 3 2 1 5
DC, 1 2 3 4 5
ADCxk 1 2 3 4 5
DC’ 2 3 1 4 5
SDCy, 1 2 3 4 5

Figure B.2a: MA(S) for All Indices in England
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Figure B.2b: MA(5) for All Indices in England

——NCR_1

——NCR| Graph 2 : Partial Seasonal Indices
— —ACR_K

——SCR_KI

o
®
L

o
o
L

o
'S
1

Value of Compatitive Balance

0.2 1

1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 2003 2007

g 0.8
c
S
©
o
£ o064
=
=
4
£ .. —on -7 N A
o 1 ...
b DN_K N4
® —DN_I
3 L
8 924 ——ADNK
’ raph 3: Partial B n ns Indi
— —SDNKI Graph 3: Partial Between-seasons Indices
— -aG
. +———rrrrr-r-r--r-—-r-r--r-—Trr-r-r-r-r-r-r-r-r-r—rr—rrrrr—rr
1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 2003 2007
14
g 081
c
8
©
0
2 o
=
E
©
o
£
S 041
-
o
[
2 T
©
> 0.2 rs Graph 4: Summary Between-seasons Indices
——DN*t
. +—— - rrr-r-r-r--r--r-r--——Trrrr-r-rrr—rrr—rr—r
1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 2003 2007
1
8 o081
c
K
©
o
o
Z 061
b5
©
o
£
S
O 04
k]
2 —DC_1
© ——ADC_K oo . .
S 024 C_ Graph 5: Bi-dimensional Indices
: —DC._I
——SDC_KI
* +——rrrrr-r—r—r—r—-r—r—r—rr—r—r—r—r—rrr—rrr—rr—rrrrrrTrT1""T7""7""
1963 1967 1971 1975 1979 1983 1987 1991 1995 1999 2003 2007

An overview of the indices by type and dimension is presented in Table 6.1.

289



B.3. France
From Table B.3 it may be derived that in terms of competitive balance values in

France the first two decades are the best. Additionally, competitive balance seems to
improve in the course of the last decade. For the entire period competitive balance
remains quite stable as is revealed by the trend analysis. Based on time-series MA(5)
presented in Figure B.3, the identical pattern of the summary seasonal (in two groups
- Graph 1) and the between-seasons indices may be verified. In Graph 2 a similar
picture is revealed for Belgium, for which the NCR, and NCR' indices demonstrate
the highest and the lowest values respectively. Therefore, in contrast to seasonal
champion domination, the promotion-relegation rule also promotes competitive
balance in France. In Graph 3 a great variability is shown among partial between-
seasons indices. That is in sharp contrast to the close values among partial seasonal
indices. That may be interpreted by the fact that a quite stable seasonal performance
is followed by an inconsistent performance across seasons. It should also be noted
that DN, displays the highest values while aG the lowest values, which may be
interpreted as great mobility in the top teams except for the champion. Alternatively,
the change in the top teams’ ranking mobility is restricted to second position and
below. Those observations are also confirmed by the time series of the bi-

dimensional indices, which is displayed in Graph 5.
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Table B.3: Decade Ranking for All Indices in France

Index | 7959-1968 | 1969-1978 | 1979-1988 | 1989-1998 | 1999-2008
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Value of Compatitive Balance

Figure B.3b: MA(5) for All Indices in France
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B.4. Germany
From Table B.4 it is clearly drawn that in terms of competitive balance values in

Germany the decade 1959-68 is ranked first while the decade 1979-88 is ranked last
in the decade ranking. Moreover, the decade 1999-08 is ranked 4th, which indicates
that competitive balance has recently worsened. For the most recent decade, an
exception is that the DN’ index is ranked 1%. That signifies that during the decade
1999-08 the promotion-relegation rule efficiently promotes competitive balance.
Alternatively, during the recent decade 1999-08, competitive balance levels would be
inferior without the promotion-relegation rule. The fluctuation of the indices
confirms the cubic trend pattern found in the between-seasons dimension. No
significant trend is found in the between-seasons dimension, although it exhibits a
drop at the end of the 1990’s due to the low levels in the aG index. According to
time-series MA(5) for all indices in Germany in Figure B.4, what may also be
noticed is the similar pattern and the closeness in values for the partial seasonal
indices in Graph 2. That indicates that the degree of domination of the top K teams is

comparable to the degree of weakness of the last / teams.
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Table B.4: Decade Ranking for All Indices in Germany

Index | 7/959-1968

1969-1978

1979-1988

1989-1998

1999-2008
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Figure B.4b: MA(5) for All Indices in Germany
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B.5.  Italy
From the ranking results in Table B.5 it may be derived that with respect to seasonal

competitive balance in Italy the best decade is that of 1979-88. This confirms the
quadratic trend found in the seasonal dimension. However, no conclusive remarks
can be drawn for the between-seasons dimension, as is also verified by the trend
analysis. Furthermore, the absence of a trend pattern is illustrated in the MA(S) time
series for all indices in Figure B.5. It may also be drawn from Graph 3 that the high
values of the between-seasons indices are indicative of a very unbalanced league
across seasons. Additionally, considerable difference may be noticed between the
DN, and aG indices. That may be interpreted as great mobility in the top K positions
with the exception of the champion. What may also be attested is a propensity for the
champion’s domination across seasons while there is great variation in the teams’

identity in the remaining top K positions.
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Table B.5: Decade Ranking for All Indices in Italy

Index | 1959-1968 | 1969-1978 | 1979-1988 | 1989-1998 | 1999-2008
NAMSI 2 3 1 4 5
HHI" 2 3 1 4 5
AGINI 2 3 1 4 5
AH 2 3 1 4 5
nlD 2 3 1 4 5
NCR, 4 2 1 3 5
NCRg 4 3 1 2 5
NCR' 3 2 1 5 4
ACRk 4 3 1 2 5
SCR}, 4 3 1 2 5
nCB gual 3 4 1 2 5
S 2 3 1 4 5
T 1 4 2 5 3
ry 1 4 3 5 2
DN; 1 4 2 5 3
DN, 2 4 1 3 5
DNy 5 2 4 1 3
DN 2 4 3 5 1
ADNg 4 1 2 3 5
SDN ¢ 3 2 1 4 5
aG 5 2 1 3 4
DC, 2 3 1 4 5
ADCxk 4 2 1 3 5
DC’ 1 4 3 5 2
SDCy, 3 2 1 4 5
Figure B.5a: MA(5) for All Indices in Italy
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Figure B.5b: MA(S) for All Indices in Italy
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B.6. Norway
Based on the ranking results in Table B.6 an improvement of seasonal competitive

balance is revealed in Norway in the last decade while the trend for the entire period
is negative. On the contrary, a worsening of the between-seasons dimension is
noticed in the course of the last two decades. In terms of seasonal competitive
balance the best decade is that of 1979-88 while in terms of between-seasons
competitive balance the best decades are the earlier two. In Figure B.6 the
improvement of seasonal competitive balance is confirmed for the last few seasons
(see Graph 1 & 2). Strikingly enough, a considerable gap exists between the DN, and
the aG values, for which an interpretation similar to the above for Italy may be
offered. However, we should also point out the remarkably high values of DN, for an
extended period, which may be explained by the domination of Rosenborg.
Additionally, the large difference between the NCR, and DN, indices is indicative of
a great seasonal competition for the championship title combined with a between-
seasons domination by a single team. In reality, this is considered as a model defined
by the champion’s final domination regardless of the competition for the

championship title during the season.
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Table B.6: Decade Ranking for All Indices in Norway

Index | 1959-1968 | 1969-1978 | 1979-1988 | 1989-1998 | 1999-2008
NAMSI 3 5 1 4 2
HHI 3 5 1 4 2
AGINI 3 5 1 4 2
AH 3 5 1 4 2
nlD 3 5 1 4 2
NCR, 2 4 1 5 3
NCRg 3 4 1 5 2
NCR' 4 5 1 3 2
ACRx 3 4 1 5 2
SCR}, 3 4 1 5 2
nCB gyai 3 4 1 5 2
S 3 5 1 4 2
T 2 1 3 4 5
ry 2 1 3 4 5
DN, 2 3 1 4 5
DN, 1 3 2 5 4
DN 2 1 3 5 4
DN’ 2 1 4 3 5
ADNg 1 3 2 5 4
SDN ¢ 1 3 2 5 4
aG 4 1 3 5 2
DC, 1 3 2 5 4
ADCx 1 3 2 5 4
DC’ 1 4 2 3 5
SDCy, 1 3 2 5 4

Figure B.6a: MA(S) for All Indices in Norway
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Figure B.6b: MA(5) for All Indices in Norway
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B.7. Sweden
According to the decade ranking of the indices in Table B.7, a quite unusual

phenomenon emerges. More specifically, the earliest decade in Sweden (1959-68) is
ranked first and last in terms of the between-seasons and the seasonal competitive
balance respectively. This may be interpreted as low values of seasonal competition
combined with great mobility of teams across seasons. Such a seasonally unbalanced
league may not be undesirable as long as its between-seasons dimension is balanced.
It should be pointed out that in the early 1960’s the indices for relegation are rated
higher than those of the indices for the champion, which may be interpreted as
greater competition for the championship than for relegation. The unique downward
seasonal trend pattern found in the analysis is verified by the MA(S) time series,
which is illustrated in Figure B.7. What is also observed in Graphs 3 and 5 is a
similar behaviour among the partial seasonal indices and the bi-dimensional indices
respectively. That takes places especially during the last two decades, which is
indicative of a comparable competition in both the top K and the bottom / positions.
Additionally, what may be drawn from Graph 3 is the gradual decrease in the gap
between the DN, and aG indices, which may be interpreted as lower domination of

the champion compared with the other top K teams across seasons.
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Table B.7: Decade Ranking for All Indices in Sweden

Value of Compatitive Balance

Index | 1959-1968 | 1969-1978 | 1979-1988 | 1989-1998 | 1999-2008
NAMSI 5 2 4 1 3
HHI 5 2 4 1 3
AGINI 5 1 4 2 3
AH 5 1 4 2 3
nlD 5 1 4 2 3
NCR, 4 5 3 1 2
NCRg 5 2 4 1 3
NCR' 5 4 2 1 3
ACRx 5 3 4 1 2
SCR}, 5 3 4 1 2
nCB gual 5 3 4 2 1
S 5 2 4 1 3
T 1 4 3 2 5
ry 1 4 3 2 5
DN; 1 4 3 2 5
DN, 1 2 4 5 3
DN 1 5 3 2 4
DN’ 4 5 1 2 3
ADNg 1 5 4 2 3
SDN ¢ 1 5 4 2 3
aG 1 2 3 4 5
DC, 1 3 5 4 2
ADCx 1 4 5 2 3
DC’ 5 4 2 1 3
SDCy, 1 5 4 2 3

Figure B.7a: MA(S) for All Indices in Sweden
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Figure B.7b: MA(5) for All Indices in Sweden
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Appendix C.

Results from Econometric Model

EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.1: Competitive Balance Index in the Model: NAMSI

InNAMSI InPOP InGNI InUn InATT
1 lag: -0.030 0.878"" 0.077"" 0.034"" -0.170""
& (0.036) (0.248) (0.019) (0.013) (0.030)
A: -0.079" 2.603"
) (0.027) (1.429)
st _ -3.962 -0.081
1" lag of A: (2.264) (0.040)
d97 t £ D-Wt R*adj
0.038" -0.013"" 0.0002""
(0.019) (0.003) (0.000) 1.993 0.146
x* ADF- Constant Constant & Trend
Fisher (p)*: 201.1857 (0-2) 189.892°" (0-2)
Countries Eq.] BEL ENG FRA GER GRE ITA NOR  SWE
JP (p-value) ¥ 0.947 0901 0.416 0.824 0.640 0908 0398 0.398

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.
“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.2: Competitive Balance Index in the Model: HHI*

InHHI" InPOP InGNI InUn InATT
1 lae: -0.015 0.878"" 0.078"" 0.035"" -0.170""
& (0.018) (0.247) (0.019) (0.013) (0.030)
A: -0.039 2.604
’ (0.013) (1.429)
st ] -3.963 -0.081
1" lag of A: (2.264) (0.040)
d97 t £ D-W' R*adj
0.038" -0.0137 0.0002"
(0.019) (0.003) (0.000) 1.993 0.146
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 201.186"" (0-2) 189.895"" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0263 0947 0901 0415 0.824 0.640 0.908 0.398

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.3: Competitive Balance Index in the Model: AGIN/

InAGINI InPOP InGNI InUn InATT
1 lae: -0.018 0.893"" 0.077"" 0.034"" -0.170""
& (0.035) (0.252) (0.019) (0.013) (0.030)
A: -0.071 2.598
’ (0.026) (1.434)
st ] -3.937 -0.081
1" lag of A: (2.288) (0.039)
d97 t £ D-W' R*adj
0.037" -0.0147 0.0002"
(0.019) (0.003) (0.000) 1.9390 0.144
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 201.255" (0-2) 190.113" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0257 0981 0.926 0428 0.826 0.624 0903 0.396

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.4: Competitive Balance Index in the Model: AH

InAH InPOP InGNI InUn InATT
1 lag: -0.007 0.8917" 0.077"" 0.034"" -0.170""
& (0.018) (0.249) (0.019) (0.013) (0.030)
A: -0.035 2.629
’ (0.013) (1.439)
st _ -3.910° -0.080"
1" lag of A: (2.267) (0.040)
d97 t £ D-W' R*adj
0.037" -0.0147 0.0002°"
(0.019) (0.003) (0.000) 1.992 0.146
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 200.459" (0-2) 189.209" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0254 0966 0.930 0450 0.830 0610 0.890 0.394

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.5: Competitive Balance Index in the Model: nID

InnID InPOP InGNI InUn InATT
1 lag: -0.001 0.905"" 0.077"" 0.035"" 0.172""
& (0.030) (0.261) (0.019) (0.013) (0.031)
A: -0.045 2.695
’ (0.024) (1.442)
st _ 3.927 -0.087
1" lag of A: (2.297) (0.040)
d97 t £ D-W' R*adj
0.036 -0.0147 0.0002"
(0.019) (0.003) (0.000) 1.981 0.132
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 200.11777 (0-2) 189.253" (0-2)
Countries Eq.;] BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0.146 0997 0912 0450 0.820 0.556 0.893 0418

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.6: Competitive Balance Index in the Model: nCB,,

In1CB gy InPOP InGNI InUn InATT
1 lag: -0.067"" 0.809"" 0.082"" 0.035"" 0.178""
& (0.022) (0.233) (0.019) (0.013) (0.029)
A: -0.088 2.510
’ (0.019) (1.343)
st _ 43137 -0.090"
1" lag of A: (2.149) (0.040)
d97 t £ D-W' R*adj
0.045 -0.0147 0.0002"
(0.018) (0.003) (0.000) 1.992 0.170
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 204.288"" (0-2) 191.348" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0.328 0592 0.803 0390 0.713 0954 0971 0.463

A description of the variables is presented in Section 8.1 (p.198).
Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.7: Competitive Balance Index in the Model: S

InS InPOP InGNI InUn InATT
1 lag: -0.015 0.895"" 0.077"" 0.035"" 0.1717"
& (0.034) (0.252) (0.019) (0.013) (0.030)
A: -0.069 2.586
’ (0.026) (1.438)
st ] -3.900" -0.081
1" lag of A: (2.285) (0.039)
d97 t £ D-W' R*adj
0.037" -0.0147 0.0002""
(0.019) (0.003) (0.000) 1.9390 0.146
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 201.1817 (0-2) 189.955"" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0252 0982 0.929 0432 0.824 0.624 0.897 0.398

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008

Dependent Variable is AlnATT

Table C.8: Competitive Balance Index in the Model: NCR,

InNCR, InPOP InGNI InUn InATT
1 lae: -0.1017" 0.8247" 0.086 0.033" 0.185""
& (0.029) (0.232) (0.019) (0.013) (0.030)
A: -0.108 2.620
’ (0.023) (1.305)
st _ 4862 -0.096
1" lag of A: (2.147) (0.040)
d97 t £ D-W' R*adj
0.038" -0.0147 0.0002""
(0.019) (0.003) (0.000) 1.984 0.170
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 203.689"" (0-2) 188.487"" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0.360 0548 0.790 0535 0.678 0899 0.976 0.577

A description of the variables is presented in Section 8.1 (p.198).
Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnA7TT

Table C.9: Competitive Balance Index in the Model: NCRg

InNCRx InPOP InGNI InUn InATT
1 lae: -0.082°" 0.8517" 0.085"" 0.036" 0.179""
& (0.033) (0.247) (0.019) (0.013) (0.030)
A: -0.089 2.571
’ (0.026) (1.459)
st _ 4230 -0.090"
1" lag of A: (2.307) (0.041)
d97 t £ D-W' R*adj
0.040 -0.0147 0.0002""
(0.017) (0.003) (0.000) 1.511 0.148
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 201.07177 (0-2) 189.523" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0262 0854 0.844 0299 0.792 0.699 0.948  0.380

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008

Dependent Variable is AlnATT

Table C.10: Competitive Balance Index in the Model: NCR'

InNCR! InPOP InGNI InUn InATT
1 lae: 0.010 0.925"" 0.076 " 0.032" 0.1717"
& (0.030) (0.262) (0.019) (0.013) (0.030)
A: -0.048 2.740
’ (0.021) (1.448)
st _ 3.825 -0.074"
1" lag of A: (2.197) (0.039)
d97 t £ D-W' R*adj
0.032" -0.0147 0.0002""
(0.019) (0.003) (0.000) 1.978 0.155
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 198.763" (0-2) 187.1227 (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0.338  0.776  0.959 0540 0.786 0576 0.851 0.371

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.11: Competitive Balance Index in the Model: ACRx

InACRy InPOP InGNI InUn InATT
1 lae: 0.118" 0.818"" 0.088"" 0.036 0.186
& (0.034) (0.233) (0.019) (0.013) (0.030)
A: -0.116 2.493
’ (0.027) (1.408)
st _ 4.580 -0.094
1" lag of A: (2.212) (0.042)
d97 t £ D-W' R*adj
0.042°" -0.0147 0.0002"
(0.017) (0.003) (0.000) 1.989 0.165
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 203.290" (0-2) 189.820"" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0.369 0523 0.879 0216 0.733 0857 0.983  0.409

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.12: Competitive Balance Index in the Model: SCR..

In SCRy, InPOP InGNI InUn InATT
1 lag: -0.104" 0.820"" 0.084"" 0.034" -0.179""
g (0.036) (0.233) (0.019) (0.013) (0.030)
A: 0.119 2.420°
) (0.028) (1.396)
st , 43337 -0.089"
1" lag of A: (2.190) (0.040)
d97 t 7 D-Wi R*adj
0.042° -0.014 0.0002"
(0.017) (0.003) (0.000) 1.993 0.164
¥’ ADF- Constant Constant & Trend
Fisher (p)*: 202.693" (0-2) 189.539" (0-2)
Countries Eq.] BEL ENG FRA GER GRE ITA  NOR  SWE
JP (p-value)*| 0.429 0.598 0.883 0262 0.760 0.854 0.967  0.398

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz

Information Criterion).
"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.13: Competitive Balance index in the Model: 7

Int InPOP InGNI InUn InATT
1 lae: -0.054 0.845"" 0.077"" 0.038"" 0.168""
& (0.047) (0.269) (0.020) (0.013) (0.028)
A: -0.099
’ (0.040)
st _ -0.081
17 lag of A: (0.040)
d97 t £ D-W' R*adj
0.044" -0.0137 0.0002""
(0.019 (0.003) (0.000) 1.969 0.131
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 203.8517 (0-2) 191.995"" (0-2)
Countries Eq.;; BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0.117 0970 0960 0487 0.746 0385 0.847 0514

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008

Dependent Variable is AlnATT

Table C.14: Competitive Balance index in the Model: r,

Inr, InPOP InGNI InUn InATT
1 lag: -0.060 0.859"" 0.080""" 0.038"" -0.168°"
g: (0.042) (0.269) (0.020) (0.013) (0.028)
A: -0.069
’ (0.034)
st _ -0.088"
17 lag of A: (0.041)
d97 t £ D-W' R*adj
0.042°" -0.0137 0.0002""
(0.019) (0.003) (0.000) 1.967 0.126
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 202.567" (0-2) 190.709™ (0-2)
Countries Eq.;| BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue)¥{ 0.135 0968 0.959 0505 0.759 0327 0852 0.534

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.15: Competitive Balance index in the Model: DN:

In DN, InPOP InGNT InUn InATT
1 Lag: -0.014 0.8417" 0.075"" 0.037"" -0.169™
g (0.029) (0.264) (0.019) (0.013) (0.028)
A -0.067
) (0.026)
st ] -0.078"
17 lag of A: 0.041)
d97 t £ D-W' R%adj
0.042" -0.0137 0.0002"""
(0.019) (0.003) (0.000) 1.980 0.136
x> ADF- Constant Constant & Trend
Fisher (p)“: 204.699" (0-2) 193.164" (0-2)
Countries Eq| BEL ENG FRA GER GRE  ITA NOR  SWE
JP (pvalue) ¥ 0.077 0952  0.962 0486 0.762 0.494 0.869  0.497

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.16: Competitive Balance index in the Model: DV,

InDN, InPOP InGNI InUn InATT
1 lae: 0.001"" 0.908"" 0.0817" 0.034" -0.178°"
g: (0.000) (0.273) (0.020) (0.013) (0.031)
A: 2.825
’ (1.502)
st _ -4.047 -0.093"
1" lag of A: (2.326) (0.040)
d97 t £ D-W' R*adj
0.039 -0.0147 0.0002""
(0.019) (0.003) (0.000) 1.981 0.121
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 199.713" (0-2) 189.209™ (0-2)
Countries Eq.;| BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue)*{ 0.135 0949 0941 0.677 0.782 0507 0.895 0.518

A description of the variables is presented in Section 8.1 (p.198).
Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.17: Competitive Balance index in the Model: DN

InDNg InPOP InGNI InUn InATT
1 lae: 0.115 0.937"" 0.091°"" 0.034" -0.186
g: (0.028) (0.263) (0.020) (0.013) (0.031)
A: -0.064 2.781
’ (0.026) (1.512)
st _ 4328 -0.099"
1" lag of A: (2.399) (0.042)
d97 t £ D-W' R*adj
0.033" -0.015 0.0002""
(0.019) (0.003) (0.000) 1.956 0.136
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 197.838" (0-2) 182.992"" (0-2)
Countries Eq.;| BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue) ¥ 0201  0.828 0.961 0660 0.838 0363 0.759 0.570

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.18: Competitive Balance index in the Model: DN’

InDN! InPOP InGNI InUn InATT
1 lae: 0.013 0.905"" 0.078"" 0.034" -0.178°"
g: (0.022) (0.273) (0.020) (0.013) (0.030)
A: 2.761
’ (1.492)
st _ -4.032° -0.089"
1" lag of A: (2.302) (0.041)
d97 t £ D-W' R*adj
0.035" -0.0147 0.0002""
(0.020) (0.003) (0.000) 1.982 0.120
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 199.429" (0-2) 188.068" (0-2)
Countries Eq.;| BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue)¥{ 0.133 0928 0.933 0.704 0.794 0583 0.884  0.502

A description of the variables is presented in Section 8.1 (p.198).
Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.19: Competitive Balance index in the Model: ADNg

InADNy InPOP InGNI InUn InATT
1 lae: -0.130"" 0.974"" 0.097""" 0.028" -0.1937"
g: (0.024) (0.271) (0.020) (0.013) (0.031)
A: -0.076 2.757
’ (0.022) (1.508)
st _ -5.997" -0.099"
1" lag of A: (2.409) (0.039)
d97 t £ D-W' R*adj
-0.016 0.0002""
0.003) (0.000) 1.971 0.151
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 198.858""" (0-2) 186.585" (0-2)
Countries Eq.;| BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue)¥{ 0255 0.749 0.742 0500 0.742 0598 0.857 0.618

A description of the variables is presented in Section 8.1 (p.198).
Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.20: Competitive Balance index in the Model: SDN}

In SDN}, InPOP InGNI InUn InATT
1 lag: -0.160"" 0.922"" 0.098"" 0.029" -0.189"
g (0.030) (0.269) (0.020) (0.013) (0.031)
A -0.103
) (0.028)
st , -3.793" -0.105
1" lag of A: (1.984) (0.038)
d97 t 7 D-W' R*adj
-0.016 0.0002""
(0,003) (0,000, 1.970 0.156
¥’ ADF- Constant Constant & Trend
Fisher (p)*: 199.9817" (0-2) 186.058" (0-2)
Countries Eq.| BEL ENG FRA GER GRE ITA  NOR  SWE
JP (p-value)*| 0.248  0.617 0.881 0430 0.714 0450 0.840  0.608

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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Dependent Variable is AlnATT

Table C.21: Competitive Balance index in the Model: aG

InaG InPOP InGNI InUn InATT
1 lae: 0.004 1.096"" 0.089""" 0.032" -0.184°"
g: (0.020) (0.288) (0.021) (0.013) (0.029)
A:
st ] -0.105"
17 lag of A: (0.040)
d97 t £ D-W' R%adj
-0.014 0.0002"
(0,003) (0,000, 1.976 0.126
¥’ ADF- Constant Constant & Trend
Fisher (p)“: 177.4137 (0-2) 165474 (0-2)
Countries Eq| BEL ENG FRA GER GRE  ITA NOR  SWE
JP (p-value) | 0.059 0981 0.724 0816 0.821 0326 0.951 0.573

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.

325



EGLS SUR method for Attendance Model in Europe, 1959-2008
Dependent Variable is AlnATT

Table C.22: Competitive Balance index in the Model: DC,

InDC, InPOP InGNI InUn InATT
1 lag: -0.089""" 0.978"" 0.093"" 0.030" 0187
g: (0.024) (0.268) (0.020) (0.013) (0.030)
A: -0.072 2.869 0.153
’ (0.021) (1.309) (0.091)
st _ 5727 -0.100"
1" lag of A: (2.270) (0.041)
d97 t £ D-W' R*adj
-0.015 0.0002""
0.003) (0.000) 1.993 0.154
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 205.468"" (0-2) 193.530"" (0-2)
Countries Eq.;| BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue)¥{ 0.365 0373  0.713 0557 0.741 0759 0.790 0.736

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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Dependent Variable is AlnATT

Table C.23: Competitive Balance index in the Model: DnC’

InDC! InPOP InGNI InUn InATT
1 lag: -0.007 0.867" " 0.076 0.035"" -0.167
g: (0.035) (0.267) (0.018) (0.012) (0.027)
N -0.059"
' (0.025)
st ] -0.081"
17 lag of A: (0.040)
d97 ‘ 5 D-Wi R*adj
0.038" -0.0137 0.0002"
(0.019) (0.003) (0.000) 1.968 0.143
¥’ ADF- Constant Constant & Trend
Fisher (p)*: 198.6737 (0-2) 186.120° (0-2)
Countries Bq.| BEL ENG FRA GER GRE ITA NOR  SWE
JP (pvalue)*{ 0.130  0.998  0.969 0.553 0.802 0461 0851 0.488

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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Dependent Variable is AlnATT

Table C.24: Competitive Balance index in the Model: ADCk

InADCy InPOP InGNI InUn InATT
1 lae: -0.194"" 0.910"" 0.1017" 0.027" -0.195°
g: (0.031) (0.252) (0.020) (0.013) (0.031)
A: -0.142 2.300 0.148
’ (0.029) (1.395) (0.091)
st _ -5.8317 -0.107"
1" lag of A: (2.287) (0.043)
d97 t £ D-W' R*adj
-0.016 0.0002""
0.003) (0.000) 1.984 0.169
;(2 ADF- Constant Constant & Trend
Fisher (p)“: 202.307" (0-2) 191.305" (0-2)
Countries Eq.;| BEL ENG FRA GER GRE ITA NOR SWE
JP (pvalue)¥{ 0.533 0407 0.809 0411 0.718 0772 0.839  0.660

A description of the variables is presented in Section 8.1 (p.198).

Numbers in parentheses are standard errors; A is the first difference.

“p = lag length in the y* based ADF-Fisher test (the lag length is determined using the Schwartz
Information Criterion).

"Significant at a=10%; " significant at 0=5%; " significant at a=1%.

"Durbin-Watson test statistic; *Jarque-Bera normality test.
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