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0. ABSTRACT

The “Abstract” chapter starts with an attempt to define Analytics and Analytics application characteristics and
scope and present the overlap of Analytics with existing sections of Informatics. It continues with the definition
of the goals of this work, a short mention of the evolution steps the developed software underwent, and the way
Big Data and Social Media can enhance information. It explains methods and techniques that achieve these
goals. The workflow and the necessary functionalities are listed. Then it summarizes the problem of why
accurate performance measuring is necessary for aweb or e-commerce application, the steps taken in order to
achieve creating an innovative system as a basis for evaluating the web site and providing a usable tool to the
administrators to produce visuals and statistics. Shortly describes the needs of an e-commerce site in terms of
operational insight and describes the initial approach of the LFA produced.

Web Application Evaluation and Analytics Systems is intrinsically a multidisciplinary topic of Informatics, since its
primary goal is to collect data from every possible facet of the operational environment of a web application system,
process it and provide insight to the management. Analytics applications are primarily based on Network Programming
techniques, Data Structure Design and Implementation, Database Management Systems, Human Factorsand Interfaces,
Web Development Frameworks, Data and Information Visualization and Data Mining. Social Media with their broad
content and their Application Programming Interfaces, as well as mobile devices which enhance the experience by
extending the geographical boundaries of their accessibility.

This research aims at analyzing the status quo, studying and proposing advances of Web Analytics applications and
providing a software prototype, including innovative Analytics techniques. Problems and arising issues are pointed out,
and appropriate solutions and techniques are presented, that provide software specifications and implementations of
systems that offer full insight to the way web and E-Commerce applications operate, as well as to the mode they are
visited and used by customers and the public using the Internet. Metrics concerning performance and customer habits
and visitor behavior are examined and various algorithms and environments that have been developed to provide them
are described. Hardware and Software innovations resulting to a perpetual evolution of platforms and foundations used
to develop and operate Web Applications are taken into consideration.



How the evolution of platforms is dealt with, is an interesting topic that has been analyzed here as well. This perpetual
evolution triggers the development of appropriate techniques to accommodate and support adaptive measurement
technologies and Analytics applications. Several solutions that have been implemented are presented in this work. Big
Data techniques, that allow horizontal scaling of the volume of data the application can support, as well as enrichment
of the variety of data sources provide a more accurate, higher velocity, saving time and give a more exact picture of the
operation and finally remote accessibility to the e-commerce application. In addition to data collected internally by the
web server, running the web application and enriched by Big Data techniques, data sources such as various Social
Media Applications are also used to enhance the information collection ever further. Social Media offer large
possibilities of combining personal information from external sources and allow the analyzer to complete the insight.

There are various forms of Analytics applications and add-ons. In general Analytics applications can be viewed as
compound systems or often as mash-up applications that operate as web-based applications, desktop applications or
even both. The workflow consists of four general groups of functionalities that can be conceptually viewed and
implemented in a variety of ways:

e Data Collection
e DataPreparation & Storage
e Computational and Mining

e Result Presentation and Data Visualization

The data collection procedure traditionally is based on extracting data from various sources and log files that are being
generated by the web server, hosting the web application. Additional sources are used in parallel that enhance the

information and provide a more consistent and global view of the users’ profile.

The collected data need preparation before storage. This preparation involves locating the data sources, cleaning up
redundant and unnecessary data, separating data fields, grouping and indexing. Storage takes place mainly in relational
database systems, to provide flexible support for complicated queries, data correlations and searches at a later phase.

Computational algorithms, data mining techniques and applications form the kernel-layer of the Analyzer. They
generate metrics based on the collected data sets and enhance the existing data sets by importing additional information
from external sources.

10



Modular design and integration with contemporary report generation and visualization systems allow feeding the
visualization subsystems with data. Interactive data visualization systems establish two-way communication with the

computational subsystems and provide excellent interfaces for filtering and extracting results and metrics.

This research focuses on ways of extending the input data of an analyzer to support retail businesses transactions as
well. The key clicks of the web application users are being substituted by sensor input, automatically generated by
mobile applications that are activated by retail customers transaction data while the customer is visiting the shopping
floor and searches through the aisles of the shopping floor for products. A sensor mobile device environment is
particularly cheap, easy to integrate and useful, especially in situations where the retailer operates electronic shopping
applications in parallel, selling online the same products that are being offered on the shelves.

Like most web applications and services, e-commerce applications are often implemented without significant built-in
subsystems and modules acting as internal performance measuring mechanisms. Developers constantly strive to
program as efficiently as they can, using the best and fastest possible run-time optimization techniques and tools and
optimizetheir code as well as they can. Other than that, overall performance measurementisnota primary responsibility
of the programmers. The reason lies mainly in the fact that performance of web applications happens to be heavily
dependent on the environment characteristics they operate in. These environments are usually complex, and consist of
servers and various network connections, as well as services that happen to be distributed externally, often in other
countries, like payment portals and security certificates. Thus, measurements need to be designed in a way that extends
beyond the core software application implemented by the developer team whaose main goal is to fulfill the functional
requirements of the designers. Because responsiveness is always a major factor, since high revenue is sought for in all
e-commerce applications, it is important to perform these measurements well and accurately.

Occasionally overall response times increase and the administrators responsible often lack the means to even notice
that. To remedy such conditions, it is crucial to have a precise performance, user-action and behavior measuring and
visualizing system on hand, that will make all bottlenecks and problems visible and will even predict shortage of
resources. Techniques used for obtaining operational and transactional data and presenting them on time to monitor the

safe operation of any web site, and particularly an e-commerce site are presented in this work.

Innovative ideas range from log file data enhancement techniques to real time visualization and customer behavioral

pattern analysis. A customizable and extendable log file analyzer has been developed. During the development phase,
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four distinctive versions of the Analyzer Application have been produced. They can be used interchangeably according
to the operational environment in scrutiny. These versions are being presented as steps of development in detail in the

current document.

They can be viewed as complementary functionalities. Important requirements for the software developer are ease of
installation, integration, configuration and tuning. Portability across operating environments and possibility of
combining cross platform installations lead to using 100% Java as a developed platform. This way, evaluating any e-

commerce application becomes easy for the administrators.

Issues involved in creating a prototype customizable e-commerce log file analyzer for measuring customer access to E-
shops are pointed out and solutions provided. The analyzer is basically a toolbox, consisting of a set of the necessary
tools to load the necessary data into its database and provide exact insight for customer access and system response of
e-shops. Insight can be obtained through generation of extensive reporting, graphical reports and various visuals and
statistics.

The analyzer provides answers to standard questions such as: How many times has a specific product been added to the
cart over a period? What is the average, maximum or minimum duration of visits? How many bytes were sent from the
web server per day? What is the average duration of a complete payment cycle? How many customers have visited the
site in a specified time span? How much revenue do we make per day or per hour? However, it provides answers to
more interesting questions on session analysis such as what the customer route within the web application was, which
web pages or selections are only seldom visited and the profile characteristics of the visitors. Additionally, comparisons
between different e-shops and comparisons with previous years, months and days are feasible and easy, as is error

reporting and detection as well.

Our first approach of this research is based on the first four steps of the Quantitative Analysis Cycle of an E -business
Site [1]:

1. Insight of e-business site architecture
2. Measuring system performance from different reference points
3. Understanding customer behavior by generating a Customer Behavior Model Graph [2]

4. Workload and Session analysis
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The final approach is providing a platform that will promote:
5. Performance model development
6. Performance parameter definition
7. Workload forecasting

8. Prediction of site performance

The e-shop log file analysis tool can transparently display user actions and allow management to locate weak spots of
the e-shop design, since it provides information about all user selected paths before a successful purchase or even an
unsuccessful purchase attempt. It allows measurement of the times between all steps involved. Most open-source e-
commerce solutions offer some statistical tools, like reports displaying orders per day or highest selling items. These
reports inform the staff about daily procedures and only successful purchases. The log file analysis application, on the
other hand, is more comprehensive and powerful informing about performance, user behavior and user preferences.

The goal of a business to customer (B2C) e-shop application is to promote retail sales and create profit. A virtual store
allows buying products or services through a website, in analogy to a bricks-and-mortar retailer or a shopping mall. The
Internet is no longer a niche technology — it is mass media and an utterly integral part of modern life. Over 85 per cent
of the world’s online population has used the Internet to make a purchase. Intention to shop online in Europe is high.79
percent of online European consumers plan to purchase products or services via the Internet in the next six months.
Online consumers in Norway and Great Britain show the greatest propensity with almost 90 percent planning a web
purchase soon [3]. The e-shop must have a minimal interface, consisting of search engines and product presentation
mechanisms. They must also be able to support easy and quick adding of items to the cart and finally allow secure
payments and possibly offer one-page checkout.

Deficient performance of an e-shop will lead to lost revenue. According to the so-called 8-second rule, a user will not
tolerate delays longer than 8 seconds per page-refresh of a website, not even if the user is equipped with a low-speed
dial-up connection. This forces the e-shop designer, to design and implement every page as efficiently as possible. In
2001 Zona Research report more than $25 billion in potential lost business due to Web performance issues [4]. Today,
not only overall bandwidth has increased dramatically, but also the number of users, the demand for multimedia and
the overall traffic. The 8-second rule still applies and the need to measure performance is still valid but under very

different conditions.
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The web server can be configured in such a way that any access to the e-shop can be registered into an access log file.
The remote IP address, time stamp of access, requested or sent object, size in bytes, duration etc. are registered here.

The log file analyzer mainly operates on this file.

Many issues involved with e-shop log files must be considered. Successful sale sessions are always fewer than the total

number of sessions. Additionally, to human users we have sessions created by crawlers and robots. These sessions
alienate the measurements.

Web Robots (also known as Web Wanderers, Crawlers, or Spiders), are programs that traverse the Web automatically.
Search engines, agents and research applications use them to index the web content, spammers use them to scan for
email addresses, and they have many other uses [5]. Robots can be identified through their behavior [6] but it may not
always be feasible to detect them. The assumption is made that robots never enter the pay section of the e-shop. Still,
theoretically a robot could be used to buy products. [6] [7]

The log file analyzer we have developed contains a toolbox with specialized tools necessary for measuring performance
of e-shops as well as customer behavioral patterns. Standard general-purpose log file analyzers usually process solely
log files, to evaluate access hits, calculate bandwidth and report visited pages on hourly and daily basis, as well as
visitor countries and browser-agent statistics [7] [8]. This information is very useful for a content management system,
a portal, or even a static website administrator, because the pages visited, and the visit durations are enough to measure
the success of the site. An e-commerce site administrator, on the other hand, needs more specific information about the
performed actionsand transactions, which must be combined with the log file data. E-shop specific dataabout products,
product-categories, orders and customers are used in our toolbox to gain more precise information of the access events.
This way, the end user deals with more business-specific objects, since familiar terms and items are used. That makes
the application easier to adopt by the administrator.

The initial approach, as seen in Figure 1, has been built as a standalone application with a simple, easy to use and
intuitive graphical user interface, it maintains its own database and includes options that allow its user to easily adapt
and load data from both log files (Connection @) and bidirectionally with the e-shop data base (Connection @). This
model has been used as the base application upon which various extensions and addon features were implemented. This
application can run anywhere, not necessarily on the machine where the web server resides. It can accommodate

multiple e-shops, running on multiple web server architectures and provides a basis for the later approaches. This is a
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typical compound menu-driven ETL! application which includes integrated visualization components and mechanisms
that integrate data and information of the e-shop into the analyzer.

The second approach integrates external metrics, collected from a tagging Analytics provider, like Google Analytics.
The Java API allows access to registered users. This addition turns the entire system to hybrid. Hybrid Analytics

applications alleviate all limitations of pure log file analyzers and tagging systems.

These two initial approaches are further extended and Log File Analyzers with additional capabilities were designed
and are described and presented in this document.

1 Extract Transform Load
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FIGURE 1: ON-DEMAND ANALYZER ARCHITECTURE

The following section contains an introduction to basic performance testing techniques and adapts the application key
performance metrics from Stackify to web applications. It further explains how the application Performance index is
calculated.
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1. MEPIAHWH

To xepdroro "Tlepidnyn" ekva pe po Tpoomddeio opicpod g Evvolag Analytics kot TV yapaKTNPIoTIKGOY
K01 TOV TESIOV EQUPILOYNG TOLG KO TAPOLGLALEL TNV EMKAAVYT pe GAAoVG Topelc TG [TAnpopopikng. Tepiéyet
KaBOPIo O TOV GTOYMV VTNG TNG EPYACTAG, Lt GUVTOUT avaPOopd 6 TNV £EMEN TOV GVOTIATOG AOYLG LUKOD
Analytics, tov Tpoémov pe Tov omoio o Meydda Aedopéva Kat T KOLVMVIKG LEGO EVIGYDOVV TIG TATPOPOPIES
Ko e€nyel pebddovg Kot TEXVIKEG TOV TIC EMLTVYYAvVOLV. [leptypdeovTal 1 pon EpYOCI®OY KOL T, OTOPUITNTA
AELTOVPYIKG YOPAKTNPLOTIKG £VOG cvothpatog Analytics. Xtn cuvéyela, artiohoyei yati ivar avaykoio 1
OKPIPNG LETPTON TOV EMOOCEDV Y10L L0, EPAPLOYT| LGTOV 1] NAEKTPOVIKOD EUTOPIOV, TEPLYPAPEL TO. PILLOITOL TOL
&xouv Anedel yia va emtevybel n dnpiovpyia EVOG KAVOTOLOV GLGTHLLATOSG TOV YPNCILEVEL WG PAcT YioL TV
a&loAdynon evog 1GTOTOTOL Ko 1) TAPOYY] EVOG XPNG OV EPYOLEIOV GTOVG SLUYELPIGTEG VAL TTOPAYOVY OTTIKA
Kot 6ToTIoTIKG ototyein. [leptypdpel chviopa Tig avlykeg eVOG 1IGTOTOMOV NAEKTPOVIKOD EUTOPIOV OGOV apopdt
TNV EMYEIPNGLOKT YVACN KoL TEPLYPAPEL TNV APYLKT| TPOGEYYLIoT| VAOTOInoNG Tov LFA.

H a&loAdynon d1ad1kTvak®dv epapuoydv kot Ta cvotiuate Analytics sivar yyevog £vag SIEMOTNUOVIKOG TOPENS TG
TANPOPOPIKNG, LE TO JEGOUEVO OTL O TPOTUPYIKOS GTOYOG TNG vl 1 GLALOYN dedoUéEVeV amd KADe TTTLYN TOL
AEITOVPYLKOD TTEPIPAAAOVTOC ILi0G SO LKTVOKNAG EPAPUOYNG, 1] ETECEPYAGI TOV KOIL 1) TAPOYN TNG TANPESTEPTC SVVOTIG
gkovag otn droiknon. Ot epappoyég tmv ocvotudatov Analytics Bacilovror kotd KOplo Adyo o6& TEYVIKES S10STKTVOKOD
TPOYPOULATIGLOV, OYESIOOT Kol VAOTOINomN doumv dedopévev, oe cuotiuata dtoyeiplong Pdoewv dedopéva,
GLOTNATO OVOAVGETC avOPOTIVOL TTopdryovia Kot dlemapmv, o€ frameworks kataokevnc S1081KTVAK®OV GVGTIUOTOV,
G€ GUGTNLATO, OTTIKOTOINONG OEGOUEV®V KO TATPOPOPIDV KUl GE TEXVIKEG £E0PVENG dedopévay. Ta KotvoviKa diktua
LLE TO EVPV TEPLEYOLLEVO KO TIG TPOYPUULOTIOTIKEG TOVG OETAPES KOHMG KO TIG KIVNTEG GVGKEVEC TOV EVIGYVOLY TV

gUmELPia, EMEKTEIVOVTOG TO YEWYPAPLKA OPLOL TNG TPOS FACIHOTNTAS TOVG,

Avtn 1 €pevva GToYELEL GTNV AVIAVOT TNG TOPOVGAS KATAGTAONGS, TN HEAETN KO TNV TPHOJ0 T®V £Qaproydv Web
Analytics ko TV mopoyn TPOTOTOHNTOV AOYIGUIKOV, GLUTEPIAAUPAVOLEVEOV KOVOTOU®V TeXVIKOV Analytics.
[Mopovoialovron TpoPfAnLaTa Kol AETTOUEPELEG DAOTOINGTG KO TAPOVGLALOVTON KATAAANAEG ADGELS KL TEYVIKES TTOV
TOPEYOLV TPOSAYPAPES AOYIG KOV KoL EPAPLOYES GVOTNUATOV TOL TPOSPEPOVY OGO TO SVVUTOV TTLO TANPN YVOOT)
TOV TPOTOV AEITOVPYIAG TOV H1AOTKTVOK®OV EPAPLOYDV Kot TV epapproydv Hiektpovikov Epmopiov kabdg kot tov
TPOTOL LLE TOV OTO10 JEXOVTAL EMOKEYELG KOl PTG LLOTOLOVVTOL 0TO TOVS TEAATEG KO TO KOVO OV EMKOV®VEL pali
TOVG YpNoIpoToIOVTag TO AladikTvo. Ynohoyiloviol HETPNOELS TOL GPOPOVV TIC EMOOCELS KOL TIG GLVIOELEG TV
TEAATMV KOl T1 GUUTEPLPOPE TV EMOKENTOV Kol TEPLYPAPOVTOL d16(popot adlyoprOpot Ko meptBaAiovia mov £xouv
avomtuyfet yio tnv mapoyn Tovs. Ot kovoTopies GTO TO VAIKO Kol TO AOYIGHIKO, 01 001G £X0VV MG OTTOTEAES LLOL TYV
ovveyn €EEMEN TOV GLGTNUATOV KOl TOV VTOSOU®OV OV ¥PNGLLOTOLOVVTOL Yio TV OVATTLEN KoL TN AgrTovpyio

EQUPLOYDV 16TOV, AapPdvovtar vadym.
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Mo avtipetonileton n eEEMEN Tov frameworks, eivor £vo evolapépov Bépa mov Exetl avoivbei kot €56. Avti 1 oévom
e&EMEN evepyomolel TV avamTLEN KOTAAANA®V TEXVIKMOV Yo TNV LTOOOYN] KOl VITOGTNPIEN TPOGUPULOCTIKDY
TEYVOLOYL®DV LETPNONG Kot EQapULoydv Analytics. Xtnv gpyacio avti tapovotalovtor ol d1dpopeg ADGELG TOL £XOVV
epappootel. Ot teqViKEG peydAmv dedouévmv, Tov emttpémovy to opdvtio scaling tov dykov Twv dedopévav mov
pumopet vo. vrootnpi&et 1 €poproy”, KaOOS Kot 0 EUTAOVTIOHOS TG TOIKIAMAS TOV TNY®V SEOO0UEVOV TOPEYOVVY TTLO
akp1pn], vymAdtepn TaydTNTO, EE0IKOVOUMVTOG XPOVO KoL divouv pio o akpiPr] ekova Tng Aettovpyiog Kot TEAOG
UEYAAVTEPT] TPOGPOUCIUOTNTO GTNV EPAPUOYT] NAEKTPOVIKOD eumopiov. Extog amd ta ecmtepikd dedouéva mov
oVLAAEYOVTOL OO TOV eELANPETNTY SLOSIKTVOV TNG EQUAPUOYNG, UE TNV EKTEAECT] TNG OLAOTKTLOKNG EQPOPLLOYNG Kot
EUTAOVTIOUEVO, LE TEYVIKEG WEYOA®V OESOUEVOV, YPNOILOTOLOOVTOL EMIONG eEWTEPIKES TNYEG OESOUEVOV, OTMG
d1bpopeg epappoyéc Kowvovikov Méowv yia tnv tepontépo Pertioon tng sviioyng minpopopiov. Ta Kotvovikd
MéoamposPépovy PeYGAES HLVOTOTITEG GV VOVOCILOV TPOCOTIKMOV TATPOPOPLDY 0td EEMTEPIKES TTNYEC KOL ETITPETOLV

GTOV OVOAVTT VO ELTAOVTICEL TIG LETPTGEIG TOV KOl VOL OLOKATPDOGEL TNV E1KOVA KAADTEPO.

Yndpyovv didpopot Tomot epappoymv Analytics, kadag kat epyoieion AOYIGHIKOD. X YEVIKES YPOULLIES, Ol EPAPLLOYEG
Analytics pmopodv va Bewpnbodv wg chvheTo GLGTANLATO, TOV ERPEAVILOVTOL GUYVA (G SASIKTVOKEG EPOPLOYES,
EQUPLLOYES Ypapeiov 1 kot o1 600. H pon| epyaciog amotedeiton omd TEGOEPIGYEVIKEG OLLADEGAELITOVPY ELDV TOV PLITOPOHV

va. BepnBovv kot va viomomBov pe ToAAoVG TPOTOVG:

e YvAloyn dedopuévav
o Ilpoetolpacio kot amofnkevomn dedouévmv
e Ymoloyiopoi kot EE6pvén Aedopévmv

e Tlopovcioon amoteles ATV KOl OTTIKOTOIN O™ 0€00UEVOV

MMopadocioxd 1 draditkacio GLAAOYNG dedopévav PacileTar oty e€ayyn 6ed0UEVMV OO d1APOPES TNYEG KoL OlpyEin
kataypaeng cvpupaviov (log files) mov mopdyovrar omd tov eEuanpeTnTy S10SIKTVOL TOV EIAOEEVETL TNV OO TKTLOKN
epappoyn. Ipdcsbetec anyég xpPNOIULOTOLOVVTOL TAPGAAAINAQ, Y10 VO BEATIDGOVV, VO KEVIGYOGOVVY TIG TANPOPOPIES Kol

VO 3MGOVV 10, TTLO GVVEKTIKN KOl GQOLPIKT GOy TOV TPOPIA TV YPIGTOV.

To dedopéva mov GLAAEYOVTOL YPEALOVTOL TPOETOLLOCIO TPV OO TNV omoBNKeEVoT. AVTH 1 TPOETOLLOGIN
TePLAaUPAVEL TOV EVIOTIGUO T®V TNYDV d€SOUEV®V, TOV KOBOPIGLO ETOVOAULPOVOLEV®V KoL TEPITTMV SESOUEVOV, TOV
dtoymplopud Tov tedimv dedopévav, Tnv opadonoinom kot To indexing. H aroBnkevon mpaypotoroteital kuping o
GUOTNUOTO GYECLOKOV PACE®MV OEOO0UEVAV, VIO VO TOPEYEL EVEAIKTT VTOOTNPIEN Y GUVOETH EPpOTHMOTO KOt

avolNTGEIS GUCYETICUMY OE3OUEVOV GE LETAYEVEGTEPT] (PACT).
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O1voAoyloTiKol aAyOptOpoL, o1 TEXVIKES EEOPVENG OEOOUEVIV KOl OL EPOPLLOYEC ATOTEAOVY TOV TUPVE, TOV AVOAVTH.
Anpovpyodv petpnoeig pe Baon ta cuAiexBévio cuvola dedopEvmv kot BEATIOVOLV TO VIAPYOVTO GUVOA dESOUEVEV

glodyovtog TpoeeTEC TANPOQOPIES Ao EEDTEPIKES TNYEG.

O apBpmtdg GYXESOOUOG KoL 1| EVOOUATOOT LE GVYYPOVO GLGTHLOTO STHIOVPYIOG KOl OELKOVIGNG OVOPOPDV
EMTPETOVY TNV TPOPOSOGiQ T®V VTOGVOTNUATOV onTiKomoinong Le dedopéva. Ta cuoTAnaTe CAANAETIOPOCTIKG
OEIKOVIGTG SESOUEVAOV OMUIOVPYODV OUEIOPOUN ETKOVOVIOL LE TO, DTOAOYIGTIKG VITOGVGTNHLOTO KOl TAPEYOVV

eEPETIKEG O1EMOPES Y10 TO QIATPAPIGUO Kot TNV EE0YOYN OMOTEAEGLATOV KOl LLETPIGEMV.

AvTn M €pEuva EMKEVTPAOVETOL KO GTOVG TPOTOVG EMEKTACTG TV OESOUEVMV ELGOO0V EVOG AVOAVTT YLOL TNV VITOGTNPLEN
KOl GUVOALOYDV QUOIKOV EMYXEPNOEDV AlovikoD gpmopiov. Ot Baocikéc Aeltovpyleg TV YPNOTOV EPUPULOYDV
d1ad1kTHoL avtikaBicTavtorl and Katoypoapég 0E00UEVMV TTOL KATOYPAPOVTOL ad oo O TNPES KOt TAPAyOVTOL CLTOLLOTOL
Oto EQPOPILOYES POPTTAOV GVCKELMV TOV EVEPYOTOLOVVTOL OTO OESOUEVO GUVOAAYDV TEAATMV ALUVIKTG EVD 0 TEANTNG
EMOKEMTETO TO EUTOPIKO TATOO Kot EMAEYEL AVALNTAOVTOG LECH TOV SO PO LMY TOV EUTOPTKOV 0PAPOL Y10l TPOTOVTOL
"Eva meptfdAlov kivnhg cvuokevng aisOntpa sivon 1d10itepa pONVO, EVOOUATOVETAL EDKOAN GTTV ETLYEIPTO Ko lvan
YAPTOLLLO, ELOIKA GE TEPUTTMGELG OTOV O ALOVOTOANTNG dtaryelpileTan TapdAANAQ Kot NAEKTPOVIKO KATAG TN, TOADVIOG

S1a01IKTLOKA TO 1010 TPOTOVTOL TTOL TTPOSPEPOVTOL GTA PAPLAL.

Onwg kot 01 TEPLEGOTEPES EPAPLLOYES KOl SLOOIKTLOKEG VINPEGIES, O EPAPLOYES MAEKTPOVIKOD EUTOPION VAOTO0VVIOL
GUYVA YOPIG CNUOVTIKE EVO®UATOUEVO DVTOGCVGTILOTH KOL EVOTNTEG OV VO, AEITOVPYOVV (OG EGMTEPLKOL LIYAVIGLOL
pérpnong anddoons. Or TPoyPOUUATIOTEG TPOSTAHOVV GUVEXDG VO TPOYPOUUUOTICOUV OGO MO OTOTEAEC LOTIKY
LTOPOVV, YPTCLLOTOLOVTOG T1G KOADTEPESG Ko ToVTEPES TEXVIKES Kol epyaiela PEATIoTOTOMONG XPOVOL EKTELESTG Kol
BeAtioTomOIBGVTOG TOV KOJIKA TOVG OGO Umopovv. EXTOG owtov, 1 HETPNON TG GVVOMKNG OTOd00NG OEV ONOTEAEL
TPOTOPYIKN EVOVVN TOV TPOYPUULATIOTOV. O AOYOG £YKELTOL KUPIMG GTO YEYOVOG OT1 1) AIOS0GT) TMV EPAPLOYDV 1IGTOD
e€aptdral oe peydro Pabud and to yopakInploTikd nepPdiioviog ota onoia Asttovpyovv. Ta mepipdilovia avtd
glvar ocvvBmg TOAVTAOKO KOl OTOTEAOVVTOL OO OLOKOUIGTEG KOl O1APOPES GUVOEGELG OIKTVOV, KABMG KOl Omd
VANPEGiEG OV dravEpovTOLl EEWMTEPIKA , CLUYXVAL GE GALES YDPEG, OMMG Ol TUAEG TANPOUAOV KOl TO TIGTOTONTUKA
acporeiag. 'Etol, ov petpnoeig mpémetl va oyedidlovron pe Tpoémo mov ekTeiveTon TEPA amd TV POcIK EQOPLOYN
AOYIGUIKOD OV €QapUOlEL 1 OUAdH TPOYPOUUOTICT®Y, O KUPLOG GTOYOC TNG OMolog €lvonl Vo EKTANPOGEL TIG
AEITOVPYIKEC OMOUTHOELS TV GYENAGTOV. ETE10N 1 ¥pOoVvIKT 0mmdKpLlon Elvol TAVTA EVOC GNUOVTIKOC TOPAYoVTaS, KaOmg
avalntodvtal VYNAG £€6000 € OAEG TIG EPAPULOYEG NAEKTPOVIKOD EUTOPIOV, EIVOL GTLOVTIKO VO TPOYLLATOTOLOD VIO

OVTEC Ol LETPNOELG OLOKANpOUEVE KO [LE oKpiPetaL.
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[Tepiotooctakd, ot GVVOALKOTL ¥POVOL AOKPLoTG AVEGVOVTOL Kot 01 APLOS10l SLOXEIPLGTEG CLYVA OEV £XOVV T LEC O Y10
va to Tapatnproovy. ['ava arokatastadoy avtéc o1 ouvinkeg, elvar {OTIKNAG oNUAciog Ve VT APYOVY GUGTHILOTO TTOV
va divouv akpipeic mAnpogopieg yloo TNV amdd0cn Kot TV dpAct TOV YPNOTAOV Kol LETPNOES CVUTEPLPOPAS KoL
OTTIKOTOINGTG TNG KOTACTAGNS GVOTHLOTOG, TOV B0l KATAGTHOOLV 0pUTA TA GTLELD GLULEOPTNONG Kol TO TPOPATLOTAL
kot B mpoPAéyouv axoun kor TV EAAewym mopwv. Ot TEYVIKEG TOL YPNGULOTOLOVVIOL Yio TNV OTOKTNON
EMYEPNOLOKAOV KO GUVOALOKTIKGOV d€SOUEVMV Kol TNV £YKoupn TOPOVGINGT| TOVS Yo TNV TOPAKOA0VONGT TNg
0cQOAOVG AEITOVPYIOG OTOLOVONTOTE 1GTOTOTOV, KOl 1O10UTEPA EVOG OIKTLAKOD TOTOL MNAEKTPOVIKOD EUTOPIOL

Topovctdloviol 6E aVTo TO £pYO.

O kovotopieg mov mopovstaloviol eival o1 TEYVIKEG EUTAOVTICHOD TV OESOUEVMV TOV OPYEIOL KOTOYPOPNG
GLUPAVTOV KoL 1) OTTTIKT OTEIKOVIGT) GE TPAYHOATIKO XPOVO KoL 0vOAVGT cOUTEPLPOpAs Telat®v. Exetl avamtuyfel évag
TPOCAPLOCILOG G€ TOALG TEPPAALOVTA KOt ETEKTAGILOG AvOAVTNG apygimv kataypaenc. Katd tn didpreta tng pdong
avamTLENG, KOTOOKEVAGTNKOY  TEGGEPLS EEYMPIOTEG EKOOCELG TNG EPOPLOYNG. Mmopovv vo ¥pnotpomroinody
EVOAAOKTIKA oviAoya [Le TO AerTovpyikd meptBariov mov eELEYXOLV. AVTEG O1 EKS0YEG TAPOVCIALOVTOL LLE AETTOUEPELD.

oG PrjpaTo avanTuEng 6To TOPmV £YYPAPO.

Mropovvva, 0empnBody w¢ GLUTANPOUATIKEGAEITOVPYIEG. ENUOVTIKEG OTALTHGELS YLOL TOV TTPOYPULLLOTIOTH AOYLG UKOV
glvor 1 gvkoMo €YKATAGTOONG, EVOWOUATOONG, OLOUOPPOONG Kol cuvToviouov. H @opnrotnta ce Asttovpykd
epPoriovto Kot 1 SVVOTOTNTO GVVIVAGLOD EYKOTAGTACEMY TOAAATADY TAATPOPUOY 0dnynoav otn ypnon 100%
Java ¢ mepifdriiov viomoinong. Me avtdév Tov TpOmo, N 0E0AOYNON TNG EQOPHOYNE MAEKTPOVIKOD EUTTOP oL

KkofioTaton EDKOAN Y10 TOVG OLOEIPLOTEC.

E&etalovton mpofAnpata kon Oépato mov oyetilovior pe T dnuiovpyio evOg Tp®TOTVTOV TPOSUPUOCILOD OVOAVTY
OpYEIOV KATOYPOPNS MAEKTPOVIKOD gpumopiov yio Tn pETpnomn g mpdcPaons TV TEAATOV CGE MAEKTPOVIKA
KOTOOTHHOTO Kot Topovctdlovial Avcelg Toug. O avolvtig eivor factkd ptio epyoielodnkm mov amotereiton and Eva
GUVOAO OO £PYOAELR LOYIGUIKOD Y10, TT QOPTMGT] TV OTUPITTOV dESOUEVOV 0T BACT) SEGOUEVOV TOV KO TAPEYEL
aKpiPn eucova yio TNV TPOGPOCT) TOV TEAATMV KoL TTV OVTOTOKPLGT] TOL GUGTNHATOG GTO NAEKTPOVIK(, KOTOG THLLOTOL
H minpopopnon emttuyydvetol LEG® TNG STUOVPYING ELTETAUEVOV AVOPOPDV, YPOPIKADV AVUPOPDV, OTTIKOTOLCEMV

KO TAPOYNG OTATIOTIKAV GTOYEI®V.
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O avoAuTNG TOPEYEL WTAVTNGELG OE TUTOTOMUEVEG EpMTNOELS OTT™G: [16GEC opéc £xel TpooTehel Eva cuyKekpLUEVO
poidv oto koAdOL oe puo mepiodo; IMoww eivon M péom, péylomn M erdyotn dwdpkeln emokéyewy; 11doeg
OTOLLOKPVC LEVEG OO TOAEC GTEAVOVTAY atd TOV dlakoutotn avd nuépa; Tlowa givon n péon didpkela evog TANPOLG
KOKAoL TANpoUNG; [Tocol TeLdTeg EX0VV EMOKEPTEL TOV IGTOTONO GE GLYKEK PLUEVO YPOVIKO dtaotnua; [Toca éc0da
&yovpe ava nuépa | ava mpa; Iapéyel OU®S OmAVTAGELS GE TO EVOLUPEPOVCESG EPMTIGEIS OYETIKA LE TNV AVAALGT) TNG
oVVOd0L (Session), Ommg eivor 1 dLadPoUn TOL TEAGTY OTIG EMAOYEC TNG 1OTOCEADNC, TOEG 1IGTOGEAIDEC 1} EMAOYEG
EMOKENTOVTOL TEANUTEG GTAVLN KOl TAPOVGLALEL TO YOUPAKTNPLOTIKA TOV eMoKENTN. EmmAéov, o1 cuykpiceg petasd
S10POP®V NAEKTPOVIKOV KOTAGTNUATOV KOl Ol GUYKPICELS LLE TPOTYOLLLEVD £TT), LWTVEG KoL MUEPEG EIVaL EPIKTES KO

YIVETOL EDKOAT 1] AVOPOPA KO 1] OVIXVEVLGT] GPUALATMV.

H mpmtn pog mposéyyion antg tng £pguvog Paciletol 6To TpdTa TEGGEP fLLATO TOV KOKAOD TOGOTIKNG AVIALGTG

€VOG 16TOTOTOV Y10 NAEKTPOVIKOD entyetpeiv [1]:

1. Aepehvnon g apyLTEKTOVIKIG TOV IGTOTOTOL TOV NAEKTPOVIKOD EMLYEIPELV
2. Am6360G1 TOV CLGTIULOTOC PETPNONG OO SLUPOPETIKA GTUELD OVOIPOPAG

3. Koartovonon g cuoumepipopds tov TEAATOV SNUIOVPYOVTOG VO YPAPO LOVTELOL GUUTEPLPOPAS TEALOTOV
[2]

4, Avdivom @opTov EpYACTNg Kol GLVOdI®MV

H tedikn mpocéyyion amoteiel po TAaT@Opa Tov Bo tpombnoet:

5. Avdamtuén povtéLlov amddoong
6. Oplopnodg TOPAUETPOV ATOS00NG
7. TlpoPréyerg podptov epyociog

8. TIpoPieym tng amddoong Tov Y®Pov

To epyodeio avdlvong opyel®wv KaTaypopng NAEKTPOVIKOV KATOGTALOTOC UTopel voo TpoPdAet pe dopdvela Tig
EVEPYEIEG TAOV YPNOTAOV KOl Vo EMTPEYEL 6TN O1EVOVVOT Vo EVIOTIGEL 0dVVae ONpeia Tov oxedOGHOD TOV

NAEKTPOVIKOV KOTAGTNLATOG, KAODG TOPEYEL TANPOPOPIES YL OAES TIG EMALYUEVEG SLUOPOUEG TPV OO LLLOL ETLTUYTLEVT
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ayopd 1 OKOUO KoL L0 VETTLTUYN TPOSTTa0ela ayopdc. Emtpénet tn HéTpnom Tov ¥povav LETOED OAWOV TOV GYETIKGMY
Pnuatwv. Or mepiocdtepec AVGELG NMAEKTPOVIKOD EUTOPIOV OVOLXTOD KAOJIKO TPOSPEPOLY OPLGUEVE GTUTICTIKA
gpyoreia, OTOC avopopic mov epeavilovy Tapayyelieg avd nuépa 1 Tpoidvta pe VYNAOTEPEC TOANGELS. AVTES O
OVOPOPEG EVIULEPDVOVY TO TPOCSMOTIKS Y10 TIG KAOMUEPIVEG d1ad1KAGIEG KOl LOVO OGOV 0popd emTuynpéveg ayopés. H
€QapuroYN avdAvcng apyeiov Kataypapng, amd tnv GAAN TAEVPA, Eival TO OAOKANP®UEV KOL IGYLPT] TANPOPOPTION

GYETIKA LE TNV ATOO0CT), TN GLUTEPLPOPE TV YPNCTMV KO TIG TPOTIUNCELS TAOV YPNOTDV.

O o16y0G T™NG PapprOYNG NAEKTpoVIKoD Kataotipatog B2C (business to customer) givon vo, Tpo®ONoel TIG MOvVIKEG
TOANCELG Kot va dnpovpynoel kKEpON. 'Eva gikovikd kotdotnua emiTpenel TNy ayopd mpoidvimy 1 DANPECLOV LECH
H10G 10TOGEAID NG, KaT' avoAoyia e £Va QUGTKO KATAGTNLO AOVIKNG TOANONG N éva. epmoptkd kévepo. To Aladiktvo
dev glvon TAéov pia e&e1dkevpévn texvoroyia - givar HEGo pallkng eVHEP®ONG KOL £VO OVOTOGTAGTO HEPOG TG
ovyypovng Long. [éve omd to 85% tov TaykdG oL TANOVG OV 6TO S1ASIKTLO £XEL YPNOLOTOMGEL TO ALOSIKTLO Yot
va K@vel pa ayopd. Ilepiosdtepot amd Toug Poolg ypNoTeg TOL ALadIKTUOV EIVOL TOKTIKOL NAEKTP OVIKOT 0lyOPOGTES
TOL TPAYLOTOTOLOVV NAEKTPOVIKES aryopEG TOVAGLIoTOV it popd to punva [3]. To niektpovikd katdotnua Tpémet va
drabétel pua EAGyLoTn S1ETOQY), AmOTELODUEVT amd PNYavEG ovalTNoMG KoL UNYXOVIC LODS TAPOVGINGT|G TPOTOVT V.
[péner emiong va eivon o€ Béomn va TpocBEToLY Ypryopa TPoidvTa 6To KOANOL Kol TEAMKA VO ETTPETOVY OGPUAEIS

TANPOUES Kot evOeyopEVMS va. drabétovv yprpyopo checkout povig oelidag.

H avemapkng amdo0on evOC NAEKTPOVIKOD KATOGTNLATOC 00TYEL G OMOAELN EGOOMY. ZOUPOVO UE TOV AEYOLEVO
«Kavove TV 8 SEVTEPOAETTOV», 0 ¥pNoTNG dev Ba aveytel KaBVoTEPNOELG LEYOAVTEPES OO 8 dEVTEPOAENTA OV
avoVE®ON GEMI0G EVOG 1GTOTOTOV, GKOLLT KOl oV 0 YPNOTNG ivon E0TAIGUEVOG e GVVOEOT YOUNANG TAYVTNTOG HEGH
TNAEPOVOV. AVTO avOYKALEL TOV GYESIAGTN TOV MAEKTPOVIKOD KATUGTALOTOC VO GYESLACEL KOl VO, DAOTONG €1 KAOE
ceAlda 660 Mo amoteAeopatikd yivetor. H Zona Research, to 2001, avoagpépel mepiocdtepa amd 25 d10€KATOUUDPIO
doldpila oe TOAVES amDAELEG EMLYELPNOEMV AOY® TPOPANULAT®V ETBOGE®V 1670V [4]. ATtd TOTE, O)YL LOVO TO GUVOMKO
g0pog Cmvng éxet awéndel Spapaticd, cALG KoL 0 op1lBLOG TV XPNOTOV, 1) {TNOT Yio TOAVHEG O KOL 1) GUVOAMKT Kivnomn.
O kavovag Tomv 8 devTEPOLENTOV £EKOAOVOEL Vo 1oy bEL Ko 1 avay KT LETPNoNg TG omddoaog eakolovbel va 1oyvet

OAAG VIO TOAD JLOPOPETIKES GLVOTKEC.

O d1oKopIo TG Uropel va, puO Lo TEL KATA TETO10 TPOTO MGTE OTOLNOTOTE TPOGPOOTN GTO NAEKTPOVIKO KOTAGTILOL VoL
Kotoywpeitor og Eva apyeio kataypagpng mpocPacng. H d1evBvven amopoakpoouévng dievbuveong IP, n ypovikn
oppayida TpdsPoong, To aiTnUe 1) TO AVTIKEILEVO TOV GTAAONKE, To LéEyeDOC Ge bytes, 1 S1apKEL POPTMOTG K. AT

Katoywpovvtal e0®. O avadvTtig apyelov kataypaens Aettovpyel Kupiwe og avtd TO apyeio.
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IToArd EntMpota Tov oyetilovtal Le Ta apyeio KOTaypaPng NAEKTPOVIKAV KATOCTNULAT®VY TPETEL Vo ANeOoHV vTdym,
Ot emitvyeic ovvedpieg TOANGNG Elvon TAVTO AYOTEPEG OO TOV GLVOALKO 0p1Od TV TEPLOd®V cvvdEaNg. EmimAdoy,
EKTOG OO TOVG TPAYULOTIKOVS EMGKENTES, £YOVILE GVVESPIES OO NAEKTPOVIKOVG EMGKENTEG TOV ONULOVPYOVVTOL OTTO

TPOYPOLLULOTO, OVIXVEVGTG KOl GLAAOYNC Tteptexopévon (crawlers) kou popmdt. Avtég ot cuvedpieg GALOIOVOLV TIG

LETPNOELS.

Ta drodkTvaxd poundt (Yvootd kot o Web Wanderers, Crawlers 1] Spiders) givol mpoypapLLoto Tov EMGKETTOVTOL
avtopata oerideg otov [oTd. Ot unyavég avaltnong, ol TPAKTOPES KOl Ol EPEVVITIKESC EPUPLLOYES TIG XPTC OO0V
YOO TNV ELPETNPIOCT] TOV TEPLEYOUEVOVL 1GTOV, Ol Spammers TIG YPNOLLOTOOUV Yo TN Clpwon devbiveewy
NAEKTPOVIKOD To LI popLeiov ko Exovv ToAAEC ypNoetg [5]. Ta poumdt umopohv va EVIOTIGTOOY HEGH TNG GLUTEPPOPAS
oG [6], 0ALG umopel va unv eivon Tavta ePIkTo va ta aviyvedoovpe. Mia vtofeon gival 0Tt Ta pOUTOT €V pUaivouy
TOTE GTO TUNLLO TANPOUDY TOL NAEKTPOVIKOVL KataoTuatog. BéBata, Eva poundt Bo pmopovoe va ypnoiponombet yo

™V ayopa TPoiovImV.

O oviveuTng apYEIDV KATOYPOQNG TOL £YOVLLE OVOTTVUEEL TEPIEXEL EpYaAELOONKN pe e&educevpéva epyodeio Tov givon
ITOPOATNTA Y10 TN LETPTON TG ATAS00NG TOV NAEKTPOVIKAOV KATAGTNUATOV KOONDG KoL TOV TPOTVTMV GUUTEPIPOPOS
TV TEAATOV. O1TUTIKOT AVAAVTEG OPYELDV KOTAYPOPNG YEVIKNG ¥pIoNG cuvnBmg emeepyalovTol amoKAEIGTIKA apyEin
KaToypaene, aloloyobv ta amoteAéopata TpocPacng, vToAoyilovy 10 €0pog (MVNG Kol avaQEPOLV TIC CEADES
EMOKEYEMV G€ @PLaia kKo Kodnpuepivn Paom, KabmG Kot TIC YDPEG EMIC KETTOV KOL TOL GTATIGTIKA GTOLXEI0 TV Drowsers
[7] [8]. Avtég ot mAnpopopieg eivon TOAD YPNGIUES Y10 EVOL GVGTNILO SLOYEIPLOTG TEPLEYOUEVOD, [LLOL TOAT 1) OKOLLOL KOL
€Vol GTOTIKO SLOELPLOTH IGTOTOTOL, EMELDN Ol GEAISEG TTOV EMOKEPTIKOV Kol O OIAPKEIES EMIGKEYNG EIVOL OPKETEG Y10l
VO LLETPTIGOVV TNV ETLTLYI0 TOL 16TOTOTOV. EVvog d10)E1pto TG 16T0TOMOV NAEKTPOVIKOD EUTOPIOV, OO TNV GAAT TAEVPE,
YPEWILETOL TTLO GUYKEKPIUEVEG TTAN|POPOPIEG OYETIKAL LIE TIG EKTELOVLEVEC EVEPYELES KO GCUVOAANYEG, O1 OTLOTEG TPEMEL VOl
GLVOVLOGTOVV LLE T dEdOUEVA TOV apyeiov Kataypapnc. Ta £101kd GToryEl0 TOL NAEKTPOVIKOD KOTAGTNLATOG CYETIKA
LLE TOL TPOTOVTA, TIG KATIYOPIEG TPOTOVIMV, TIC TOPUYYEMEC KL TOVS TEAATEG YPNOLUOTOLOVVTOL GTNY EPYAUAELOO K HOg
Y0 VO OTOKTNGOVVY OKPLBEGTEPEC TANPOPOPIEG TYETIKA LE TA YEYOVOTA TPOGfacng. Me avtdv Tov TpOTO, 0 TEAIKOC
YPNOTNG AoYOAEITON LLE 1O EEEISIKEVLEVO GTOLYE Y10 TN GUYKEKPLULEVN EMXEIPTON, KAODS YPNOLOTOLOVVTOL OLKEIOL

Opot Kot oToryelo. AvTd KaB1GTA TNV EQPOPLOYT O EDKOAT GTI YPTIOT] Y10 TOV SLOYEIPIOTN.

H apyikn mpocéyyion, énwc eaivetar 6to Zynua 1, £yl KOTAGKELAGTEL G L0 CLTOVOUT EQPUPLOYN UE €va, amAo,
€VYPNOTO Kot S1oeONTIKG YpaeuKd meptBdilov ypnotn, dtatnpel T Sk Tng Pdom dedopévav Ko TeptiapPavet

EMAOYEG TTOV EMTPETOVY GTOV YPNOTN VO, TPOSAPUOLEL EDKOAN KOl VO, QOPTOVEL HEOOUEVA OO AUPOTEPA T OpYEiQ
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Kotaypagn ovpupaviov tpodcPaong (access logfile) (Zvvéeon @), alrd ko T Bhon dedopévav Tov NAEKTPOVIKOD
KotacTipatog (ZHvdeon ). Avtd to poviéro ypnotuoromdnke cav Oepélio eni tov omoiov Pacifovrar o1 S1dpopeg
EMEKTAGELG. AVTN 1] EQUPUOYN UTOPEL VO, EKTEAECTEL OTOVONTOTE, OYL AMAPOITNTO GTO UNydvnre 6oL Ppicketol o
S10KoUIo TG 16T00. Mmopel va @rAo&eviioel TOALOTAG MAEKTPOVIKA KOTOGTNMOTO, TOV EKTEAOVVTOL GE TOAALG
OPYITEKTOVIKEG OLOKOULGTOV ALad1KTVOV Kol AEITOVpYel cav BAcT Y10 TIG LETAYEVEGTEPEG TPOGEYYIGES TTOV £XOVV
viomomBei. Ipoxerton yia pa ok ETL? gpoppoyn mov Paciletol o€ pevod, n omoio teptAapfavel evoopoTmuévo
OTOUYELD KOl UTYOVIG LOVE OTTELKOVIGTC TOV EVOWMUATOVOVY GTOLYELD KoL TANP 0QOPIEG TOV NAEKTPOVIKOD KOTOGTIUOTOS

GTOV OVOALTY.

H devtepn mpocéyyion evoopatmvel kol eEMTEPIKEG PLETPNOELS, TOV GLAAEYOVTOL ommd évav mhpoyo Analytics pe
tagging, 6mwg to Google Analytics. To Java API emttpénel npocfacn o€ £yyeypappuévoug ypnotec. Avti 1 tpocHikn
petatpEnel OLOKANPO 10 cVoTNHa o€ VRPWIKS. Ot vPPWYIKES epappoyég Analytics Egmepvoiiv OAOVG TOVS TEPLOPIGHONS

TOV AVOADTOV 0PYEI®V KOTOypapnig Kol Tmv cuotnudtev tagging.

AvTég 01 000 TPpocEYYITELS O1EVPVVONKAY KOl GYEOIACTNKAY KOl KATUGKEVAGTIKAY OVOAVTEG APYEI®V KATOYPOPNC UE

TPOGHETEG OVVATOTNTEG KOl TEPLYPAPOVTOL GE AVTO TO EYYPAPO.

2 ETL— Extract Transform Load
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2. FOREWORD

This section briefly defines basic testing techniques and adapts the key application performance metrics from
Stackify to web applications and explains how the application Performance index is calculated.

Today the Internet is used as an important corporate platform, as a medium for advertisement, a gateway for promoting

sales, as a tool for offering services and as a communication platform.

Web Analytics Systems enable the calculation of the cost-effectiveness for the operation of online systems. The
operation of web applications and actions is measurable. Their successful implementation can be programmed.
Evaluation of measurable performance and behaviors help achieve goals. An important first step is to search and define
the appropriate Key Performance Indicators for every business model.

Web sites constantly evolve. While Web 1.0, the primary Internet format consists of simple static websites with little
interactivity, communication via e-mail and is measured with simple techniques like visit counters, Web 2.0 is a
collaborative Internet. It makes use of asynchronous updates and communications based on AJAX. The applications
communicate extensively with Database Management Systems. Since these are more complex systems the
measurements are more demanding. Social Networks play also a vital role in Web 3.0, also called Semantic Web or
Social Web. The profile is composed by poling many media: Blogs, Twitter, Facebook etc. Web analytics applications
must adapt to the evolution of the Web and provide a dynamic base platform that can provide metrics for all novelties

and new configurations.
The Web is the most interactive and measurable medium ever created, but realizing its full value requires significant

effort and clear strategy. Building a website is the easy part, measuring your success is a lot more difficult, and taking
action based on what you measure is even harder [9].

Fortunately, the websites conform to certain standards. E-Marketing, E-Businessand E-Commerce sites usually operate
under a restricted number of web servers, they all use database management systems and their substructure is often

based on freeware or open source code. This makes customizing general solutions easier feasible.

Testing performance does not only involve measuring speed. Important factorsare capacity, stability, accuracy, stamina
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and economy. Compliance to standards and norms, security and usability must be taken also into consideration, but still
speed is the main key factor.

Meeting performance standards and passing speed tests guarantees better customer and user acceptance for the
developers. Performance requirements often are among contractual obligations for the developer. Customers expect
better benchmark results when they upgrade their system and performance measurements and standards can be used as
tools for the comparison with previous versions. Better performance allows building supremacy over competition,

because speed is an asset for any software application.

In order to get meaningful measurements, typical often occurring transactions must be selected. Basic workflows for
example, of common day to day interaction: when a shopper searches, selects, adds a product to cart, logs in and pays.
User types can be explored according to their visit profiles. Certain actions can be isolated, for example, buyer check
out, searches, accounting procedures etc. An excellent tool that can be applied in order to measure overall performance
of an application is JMeter. JMeter? is a mature open source Java Apache project that allows defining virtual users and
assigning tasks to them in order to measure performance and find the limits of any system. In case of web site evaluation,
the tester can define the virtual users’ typical transactions and orchestrate their concurrent operation. If a transaction
sequence is typical or not, can be deducted by analyzing the log file of the web server. JMeter allows defining any
number of users that perform these typical transactions against the tested application. This way the performance of a
system can be analyzed by changing the load by extending the concurrent virtual user numbers and types. The
application emulates physical people and automatically generates controlled requests acting as groups of users. If the
usage scenarios are focused on realistic types of users, the response measurementswill be also realistic. We can generate
scripts for example where 100 users execute simultaneously requests, search for products, add products to the cart and
even log into the system and checkout. This application gives independence to the tester by emulating huge groups of
visitors that perform requests simultaneously and concurrently. Load testing is the process of puttingdemand on a
system and measuring its response; that is, determining how much volume the system can handle. Stress testing
is the process of subjecting the system tounusually high loads far beyond its normal usage pattern to determine
its responsiveness. These are different from performance testing whose sole purpose is to determine the
response and effectiveness of a system; that is, how fastis the system. Since load ultimately affects how a system

responds, performance testingis almost always done in conjunction with stress testing. [10].

During JMeter measurements, the target system can often be so heavily challenged, that normal operation for customers

3 http://jmeter.apache.org/
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is not possible. Time measurements are described in modeled scripts. A test usually includes one or more such
scripts, with multiple configuration data, that are repeated for one or more Virtual Users. Each test can be
scheduled to run at specific times. Key Performance Indicators are: 1. Response Time - The time it takes to
send a request, the time it takes to process and send a response, 2. Latency - The time it takes for the request
to be sentand processed by the server. It stops when the response begins. 3. Render Time - The time it takes
for the results to appear. 4. Maximum simultaneous virtual user number and 5. Throughput - responses per

second or minute.

Performance testtypesare usually: load test, stress test and endurance test. Load test, also called performance
test is performed with a fixed number of concurrent virtual users, has a fixed duration or a specific number of
transactions and shows the reliability of the system and the volume of load it can deal with. In order to stress-
test or torture-test the system, extreme load of virtual users is applied until the system stops operating.
Throughput is measured during continuous iterations of transactions and is used for detecting possible
bottlenecks and benchmarking. Endurance is tested by applying load for extended periods of time with fixed
virtual user numbers and by letting the system serve random requests in order to avoid artificial speed ups

due to caching that make the system appear faster than it really is.

Apache JMeter is a very useful tool in order to perform measurements and tests that allow assessments of
performance and stress tests. For e-commerce sites though, these tests should take place when the system is
not in operation and accessible by real visitors and prospective customers, because the tests would impact
overall performance and thus risk losing customers. The application is used before the inauguration of the
application in order to test overall performance and make sure that the configuration of the application is

powerful enough to meet the needs.

In this work, the proposed metrics do not impact the overall performance significantly and are designed to

run constantly.
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2.1. Key PERFORMANCE METRICS

Mainstream commercial computer software applications are increasingly moving from the desktop to the browser and
the World Wide Web. The Web is a more complex and demanding foundation that forces different development
approaches and tools than corporate Local Area Networks.

During the recent past few years the increasing technological advances and the ever-expanding business competition
have increased the requirement complexity of software applications and have generated a demand for faster
development cycles, verification, better performance and lower response times as well.

Complex systems have also higher and increased needs for perpetual evaluation of their operational characteristics,
scrutinizing capabilities of application performance measurements under various loads and conditions, so that the
response time is always below some reasonable threshold boundaries in order to consider every system of applications

usable.

Knowing the limits of any software application system helps prevent slow responses, down times and allows defining
precise operational specifications, providing awareness. Applications often are designed so that they include their own
internal measuring and evaluation modules, integrated in the business logic layer. The advantage of this approach is
that certain predefined measurements and their functionality are placed inherently by installing the application and can
be run directly through the standard interface of the application. The disadvantage lies simply in the fact that these
modules add to the complexity of the application and since the measurements needed may vary in a very dynamic
environment, covering the new requirements would force modifications to the entire application. To prevent interfering
with the application, external analytics applications are of advantage.

While desktop compiled applications executables run either straight by the operating system or through a virtual
machine, like the Java Virtual Machine for example, and interpreted applications by the interpreter, which also run
straight by the operating system, web applications run by a web server, a daemon process. This adds one more level of

software to the stack.

The web server software interfaces with the Web and accepts and supervises HTTP requests. It produces and delivers

static or dynamic HTML pages to user agents like web browsers and receives and manipulates form input data and
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supports file uploads. In other words, web applications run on web servers and their desktop is the browser, both being
platform and location independent.

The huge dissemination of the World Wide Web renders any possible browser user to become a potential customer for
any e-Commerce application. While clients of corporate applicationsso far could only be users on local or remote nodes
with access permissions to the corporate network, a web-based application allows literally anybody to use it. The
potential customer is always just a click away from the e-store. Security mechanisms and accessibility can be arranged
and controlled at the server-side affecting all visitors immediately and deploying new versions of software is a one-step
procedure.

The importance of operating well-functioning and responsive web applications is especially crucial when they are used
as electronic commerce platforms. Delays and erratic behavior may scare the visitor away to the competition.

The purpose of this work is to specify and implement a customizable toolkit that will enable the operators of any e-

commerce website to evaluate the performance and scrutinize the behavior of the visitorsina timely and simple manner.

Metrics provide the ability to study and understand previous operational behavior of the application, document specific
events and shed light into details and exception situations. Finally, they allow focusing on improvements and measure
the impact of their achievement during their implementation.

According to Matt Watson from Stackify*, key performance metrics that need to be presented for any application are:
1. User Satisfaction — Apdex scores
2. Average Response Time scores
3. Error Rates
4. Application Instances Count

5. Request Rate

4 https://stackify.com/application-performance-metrics/ (Matt Watson July 3,2017)
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6. Application and Server CPU
7. Application Availability

8. Garbage Collection

The goal of the Analyzer we have designed is to provide key performance metrics for web applications, which leaves
out points 6 and 8, since we stand at a different level. CPU times and garbage collection are reflected in the overall
response times of the web server serving the web application.

2.2. APDEXINDEX

The Apdex user satisfaction index is based on a fixed presumed goal for what may be considered as the acceptable time
needed to perform a transaction. This assumed value is used as the criterion for evaluating each transaction timed as
satisfactory, tolerable or unsatisfactory. The Apdex (Application Performance Index) is calculated according to the

following formula:

ToleratingCount

SatisfiedCount+ 5

Apdex,=

TotalSamples

Apdex score calculation formula

This satisfaction index is an easily obtainable, but useful measurement, with every result being a decimal number within
the range of 0 and 1. Certainly, like any other index, it only tells part of the story, especially since the threshold, being
a static number is picked arbitrarily, based upon experience. As transaction time we can define the time from the first
visit until the next request, or the time from one request to another, or as the time it takes to upload the entire page to
the visitor.

Averages are standard and straight forward obtainable metrics that describe performance in general quite well. Average
response times, load and usage factors are used in every analytics application. Still, averages can be misleading,
especially when they lack weighing factors. Important sessions may be slow, while less important ones may be fast and
lead to “acceptable” average values. All six Apdex sets of the graph below (Figure 2) have the same average value,
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which happens to be 0.5. Yet the results are very different and certainly many of these users will not be satisfied by
them.

6 number-sets with same average (.5)
12

1

—

0.8 e St 2
Set 3
]
—_—5et5

04 \ Set6
0.2
0
1 2 3 4 5 6 7 8 9 10 1

FIGURE 2: SIXx NUMBER PAIR SETS WITH SAME AVERAGE

0.6

Error rates should be kept at a minimum. Successful operation requires error free minimum. The logfile analyzer can
easily locate and reveal all http error codes, measure their frequency and their context since they are part of the
information stored in the log file. The access log file is usually configured so that every line of the log file may include
the status code of the response. Additional errors and warnings are in the additional log files of the web server.

Application Instances depend on the configuration of the web applications. Often a web application or e-commerce
site is bundled with its own webserver, having its own settings, database and configuration. The access log file is also
separate. To host more distinct e-commerce applications on the same server they need to be configured so that their
ports do not collide, which applies to HTTP and HTTPS ports. Since the Log File Analyzer is designed so that it can
accommodate multiple e-commerce sites, the number of instances is irrelevant for its operations. Certainly, every
instance has impact on the performance of every other instance on the same server. A different issue arises when the e-

commerce application is hosted on a cloud.
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Request and Traffic Rates are two of the most primary reasons for deployment of Analytics Applications. Specialized
techniques for extracting this information from log files and tagging services are described and implemented here.

Concurrent users and load are visualized in various places in the Analyzer. Also available in real time.

Application and Server CPU times are not considered to be target components for measuring by any LFA. They are
crucial metrics though, provided by specialized low-level applications that measure often anything available by the
hardware, like memory, loads and even operational temperatures of the hardware of any server and it is the System
Administrations’ responsibility to provide physical server monitoring. Measuring and checking limitations of the
hardware at the operating system level allows preventing downtimes. Web application metrics can also spot and report
low responses on a different level. It is possible to provide insight by comparing the metrics of the web applications to

the metrics of the server.

Application Availability becomes visible through the logfile contents. Only when considerable time gaps in the logfile
exist it is possible that they are caused by down times. Another reason for these gaps may be extended periods of time
without visitor requests. A remedy to this, is a throughput measuring application that generates low quantities of
artificial load to the web application every time there is no traffic to keep the speed gauge of this service alive. This
way there is no need to ping the server.

Finally, Garbage Collection, pretty much like CPU times is a matter concerning the web server administration and not

the Analytics Application.

The following section contains a short description of the motivation that lead to thiswork, an outline of the development
environment and the application extensions designed and developed and finally provides a short introduction into
Analytics history and presents the leading analytics companies.
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3. INTRODUCTION

This section contains a short description of the motivation that lead to this work, an outline of the development
environment and the infrastructure used, as well as the application extensions designed and developed and
finally provides a short introduction in Analytics history, pointing out why the subject is important and listing
the main companies involved.

3.1. MOTIVATION

New desktop applications, web applications and mobile apps are being developed with increasing frequency, driven by
the need to improve existing solutions and to exploit all the latest technological advances. Older applications, if not
regularly updated, stop being compliant with latest needs and ever evolving requirements and environmental changes

and finally end their lifecycles, remaining unused in software repositories.

The basic motivation behind this thesis was the wish to create a modular environment that allows studying the
operational characteristics of web sites and especially sites used for electronic commerce. Ecommerce sitesare a special
category of commercial applications with web interfaces for the public. The basic difference between an ecommerce
site and any other general content web site, lies in the fact that electronic shops tend to behave like huge electronic
product catalogs that can support sales. The hierarchical tree-structure that represents the contents of an ecommerce site
is usually very shallow in comparison with the site structure of a news agency web site for example. It usually contains
just very few levels of categories and subcategories. Even Amazon, which is one of the oldest and largest ecommerce
sites in the world and has been the source and the testbed of many innovative technologies that deal with data volume
and parallel processing because of its size, despite the huge range and number of products they sell is designed with

just very few levels of categories.
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FIGURE 3: AMAZON.DE CATEGORIES

Figure 3 shows the direct route that leads to specific product pagesin Amazon.de. Instep 1 the visitor can choose among
all categories of Amazon through a convenient combo box. Step 2 can restrict the selection to only a specific brand
name or a specification. Steps 3 and 4 also assist the potential customer to reach step 5, in which the final product can

be added to the shopping cart.
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FIGURE 4: AMAZON PrRODUCT CATEGORY COMBO BOX

In Figure 4, pointer 1 shows the product category combo box, called by Amazon “Departments”, and a portion of the

displayed options which are the categories or “Departments” in pointer 2.

The initial inspiration to proceed with this topic originated from Professor Boucouvalas, whom | would like to thank
again for his support and for assisting this work. Daniel Menasce’s and Virgilio Almeida’s book “Scaling for E-
Business” [1] triggered the idea. Menasce proposes the generation of a Customer Behavioral Model Graph (CBMG)

for e-commerce sites to support analyzing and measuring visitor sessions which shows the character of the visit.

In order to deal with the “shallow tree” design characteristics of e-commerce sites and be able to analyze the important
milestones of a single session we follow what we consider as the relevant activity steps. Steps like: “select category”,
“select product”, “add to cart”, “checkout”, etc. The application allows selecting these relevant activities that should be
displayed in the CBMG. Depending on the technology and the framework used for implementing the e-commerce site,
activities can be registered in the HTTP GET request text, along with other parameters defining product category,
product codes or other codes. Product and product category codes are usually difficult to memorize and can be numeric,
so in order be able to make better sense of the GET request and to present results and visualizations to the operator of

the system in a user friendly manner, the analyzer needs to gain read permission to the few tables of the e-commerce
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site database that store product categories, product codes, descriptions and retail price. This step will allow enriching
category, product keys with descriptions and additional information that can customize the output of the LFA with the

appropriate left-joins.

3.2. OUTLINE

This work revolves around defining the necessary data and designing and implementing a modular log file parsing and
analyzing mechanism, that should easily cooperate and adapt to multiple web servers. The analyzer application is
written in 100% Java, since Java is a powerful, portable and convenient object-oriented programming language. The
Java development environment is available from Oracle under an open source license and is free of charge for general
purpose desktop and server use®. A huge number of various application programming interfaces (APIs) for almost every
need, ranging from computational problems like matrix computations, interfaces, dataaccess and visualization supports
versatility and programming efficiency. Java has a native support for the Document Object Model and offers native
extended markup language (XML) support.

The design specifications of the Analyzer are described in detail. External and internal libraries, aswell as microservices
are used and configured in such way that they can support expanding and adapting to various environments, receive

and send data, integrated, and acting as one compound but modular system.

The development itself was performed interchangeably on Linux and Windows machines, in order to safely check the
portability of all features during the development time and avoid environment-specific assumptions, code and settings.

The form, type and specifications of the data that need and can be collected depend heavily on the architecture and
foundations upon which the e-commerce site was built.

MySQL is being currently used as the central data repository of the application. MySQL offers several useful
development tools, like MySQL Workbench and a reliable Java Database Connectivity driver. It supports triggers well

5 https://www.oracle.com/technetwork/java/javase/overview/faqgs-jsp-136696.html
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and the overall performance on a single machine is adequate. MySQL supports standard SQL and transactions with the
InnoDB engine. On top of that, the Community edition is free and available to everybody.

For higher availability and throughput, the InnoDB engine can transparently to the application be substituted by the
multi-node MySQL Cluster. The MySQL cluster adds redundant components on separate nodes. A simple setup could
run on three nodes: one MySQL server and cluster manager and two cluster nodes. The number of cluster nodes can
easily be extended if necessary, by adding nodes to the local area network. This can be done with simple setup steps in
the /etc area. There is no need to modify the application software when this upgrade takes place, since the MySQL
Cluster port is fully transparent to the application.

The open-source commercial ecommerce software application of Zucchetti Group Konakart® has been used as a main
paradigm of an e-commerce site. Konakart Community edition is free. Zucchetti sell mainly the Enterprise edition that
offers several additional capabilities, like multi-store and multi-vendor e-shops. It has better search engines, provides
easier ERP integration, has more sophisticated billing. These functionalities do not exist in the community edition. Still
the overall functionality of the community edition is enough for its role as a sample application used for our Analyzer
System needs. Both the front-end and the backend of Konakart are Java applications. The former is based on the Apache
Struts2” MVC framework and the latter on Google Web Toolkité. Konakart runs on the Apache Tomcat web server and
servlet engine and produces a typical detailed access log file that we can extracted, loaded and processed.

The basic Analyzer application, briefly described in Figure 1, acts as the foundation for the more advanced versions
presented in this study. The LFA is composed of several components that will be presented one by one. The APIs used

and the visualization tools that helped integrate result prints, reports, graphs and results will be presented.

We will also describe the functionality requirements and present the necessities that lead to adding features and
finally generating a version that is collecting information through microservices and streaming, as well as cooperating
with social media applications and operating in near real time [11].

6 https://www.konakart.com/
7 https://struts.apache.org/

8 http://www.gwtproject.org/
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A summary of the Big Data technologies available will be summarized, since they alleviate any storage restrictions that
may appear whenever data collected from the LFA are growing beyond the capabilities of single servers and database
clusters. File systems like Apache Hadoop and its ecosystem consisting of clusters of nodes that process parallelly and
MapReduce or Apache Spark in conjunction with NoSQL databases can store and process petabytes of data and allow

timely retrieval, generation of information as well as visualizations with practically no limits.

The final extension proposed in this work is for making the LFA capable of processing also data generated by sensors
like Near Field Communications and Blue Tooth Low Emission as used for detecting NFC Tags and iBeakons. These
devices may be spread in physical stores and retail. If the management convinces the visitor to run the appropriate
application on her mobile device that allows online access to the details of the products from the database of the e-shop,
the streams of data generated could easily be merged with the keyclicks and the requests for the e-shop. The customer
will experience better service and be able to read and study any details and all characteristics of the items of interest on

the fly, while shopping in the physical store aisles.

3.3. ANALYTICS STATUS QUO

Analytics systems are gaining in importance. Often, they are being considered as integral components of e-commerce
applications (Figure 5). The requirements complexity and the mix of applications, services and microservices that are
being deployed in a web application lead to the need of a stable and precise external monitoring mechanism. Web
Analytics systems can play this role. All interaction and operating information are collected from their sources, mainly
log files or artificially generated secondary information, are registered in some form of repository and become available

for data mining or direct processing, visualization or messaging.
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FIGURE 5: WEB ANALYTICS CONSIDERED INTEGRAL COMPONENT OF E-COMMERCE

Analytics has been is a growing and vivid market. Companies, technologies and products change hands and large

corporations buy out small companies. The basic players in the Analytics market today are:

e Google Analytics (Urchin)

® Microsoft Azure

e Heap Analytics

® Yahoo Web Analytics (indexTools)
e Adobe Web Analytics (Omniture)
e |BM Unica NetInsight

e Hitmatic

e Open Web Analytics (OWA)
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* Parse.ly

e Woopra
e  MixPanel
e Clicky

o The Webalizer

One of the firstapplications, released inyear 2000, for web analytics reporting, is AWStats®. AWStatsis writtenin Perl,
licensed under the GNU General Public License and runs on the web server of the web application. AWStats generates
web pages with access and visit information (Figure 6). It works as a Common Gateway Interface and has a very

structured month, day or hour-based reporting format.

Last Update: 16 Jun 2015 - 06:38 A
Reported period: Jun /12015 2| OK

Summary
Reported period Month Jun 2015
First visit 01 Jun 2015 - 00:00
Last visit 16 Jun 2015 - 06:37
Unevitors  nmveroors N - S

X 1,733 3,799 10,543 18,732 178.81 MB
[Viewed traffic (2.19 visitshvisitor) (2.77 Pages/Visit) (4.93 Hits/Visit) (48.19 KBNVisit)
Not viewed traffic * 27,319 37,871 212.45 MB

* Not viewed traffic includes traffic generated by robots, worms, or replies with special HTTP status codes.

FIGURE 6: AWSTATS SUMMARY

9 https://awstats.sourceforge.io/
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3.4. IMPORTANCE OF GAINING INSITE

Analytics systems provide information about a wide spectrum of topics dealing with performance, metrics, times,
volume of traffic, profitability. They should have a modular architecture and should be expandable and capable of
dealing with the inevitable evolution of the market and the ever-changing needs of the sites they support.

Analytics applications should be able to deal with:

e Order Values/Numbers

* Visits

e Time spent per product or service

e Accesses per product or service

e Orders per Product or service

* Bots visited

® Visitors

e Uncompleted ordering sessions

e Profitable customer groups

e Profitable products or services

e Overall profits

e Promotion impact

* Analysis of bots and their search engine behavior concerning e-shops.

e Recognition of anonymous bots and spiders through their access patterns.
e Customer rating and evaluation application based on non-purchase behavior.

e Agent implementation in order to automatically promote the rank of less sought for products.

Important literature on analytics and the supporting infrastructure technologies involved in order to generate
applications is included in the following chapter.
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4. LITERATURE REVIEW

Important literature on analytics and the supporting infrastructure technologies involved in order to generate
applications.

Web Analytics is a relatively young and multidiscipline topic. Solutions can be achieved through complex systems,
involving combinations and cooperation of software applications at different levels. Systems that combine data and
content from various sources to a single interface are informally called mashup applications. The number of different
platforms and application choices becomes even larger in the big data arena, where the lists of software options are
huge. This fact makes also the specialized literature very diverse. Many books that describe specialized techniques and
technologies become quickly obsolete, since they describe software application versions that are substituted by new
ones, since the evolution is rapid. This review takes important books into consideration, starting with the beginning
generations of analytics systems, mainly developed for local area networks, called Extract-Transform-Load (ETL)

Systems and move on to contemporary systems.

Ralph Kimball has done serious work on ETL applications and has written three books over the years, together with
various coauthors, that define, describe and analyze ETL systems, data warehouses and Webhouses. In “The Data
Webhouse Toolkit: Building the Web-Enabled Data Warehouse” [12] Kimball and Merz define what data Webhouses
are and how they work and explain how to extract web data and insert it into them. The book proposes ways to track
user actions. Describes how to use clickstreams to make decisions. Explains how to design a website to support
warehousing. Focuses on building clickstream data marts. Defines and provides examples of value chains. Shows how
toimplementa clickstream postprocessor. Dealswith issues of internationalizing the Webhouse and security and scaling
issues. “The data warechouse ETL toolkit: practical techniques for extracting, cleaning, conforming, and delivering data”
Kimball and Caserta. [13] describe the architecture of ETL systems that prepare data for feeding data to warehouses.
Show ways to organize, fetch and prepare data for storage in data warehouses and offer a roadmap for designing,
building and running the necessary ETL software system. The book is focused on extracting, cleaning, conforming and
delivering. Extracting includes methods for choosing data sources and preparing the transformations. Cleaning
describes auditing techniques for the data. Conforming sets definitions for conformed dimensions and facts and defines
the publication strategy. Preparing leads to visible results. The book introduces Dimensional Modeling and Real -Time
ETL and reviews different architecture options for their implementation. In 2013, Ralph Kimball with Margy Ross
publish “The Data Warehouse Toolkit: The Definitive Guide to Dimensional Modeling”, [14] and introduce techniques
for defining dimensional modeling, which appears in the first edition of The Data Warehouse Toolkit series.
Dimensional modeling becomesa widely accepted approach for presenting information in datawarehouses and business
intelligence (DW/BI) systems. This book presents a comprehensive library of dimensional modeling techniques. It
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offers guidelines for designing dimensional models based on case studies. It covers: Practical design techniques for
dimension and fact tables. Includes case studies for retail sales, electronic commerce, customer relationship
management, procurement, inventory, order management, accounting, human resources and other branches. Explains
how to avoid dimensional modeling mistakes. Defines best practices for Big Data analytics and of fers guidelines for
collaborative design sessions with business owners. Includes an overview of a DW/BI project lifecycle methodology

and a comprehensive review of extract, transform, and load (ETL) systems and their design considerations.

“Business Analytics: A Practitioner’s Guide” [15], by Rahul Saxena and Anand Srinivasan focuses on the lifecycle and
all stages and steps involved for the corporate Analytics procedures based on information technology.

Many books about Google Analytics have been published by several writers. Among the first ones is “Google
Analytics” by Mary Tyler and Jerri Ledford [16]. The book describes the way Google Analytics was designed and how
to set it up as of year 2006. One year later the advances of the GA interface and capabilities rendered the book obsolete
and forced the writers to revise it. The new book is titled “Google Analytics 2.0” [17]. A final version of this series is
titled “Google Analytics, 3" Edition” [18]. All three books serve the same goal, which is explaining the concepts of GA
and teaching how to setup and how to make best use of the various versions of this application.

Brian Clifton, published in 2008 [19], 2010 [20] and 2012 three editions of his excellent book, that also deals with
Google Analytics, titled “Advanced Web Metrics with Google Analytics” [21]. Although the book focuses on the
Google Analytics tagging system application, its features and capabilities, it starts with an accurate general introduction
to web measurements and explains the goals of Analytics for the business. Clarifies what can be measured in Analytics
in general and in Google Analytics, discusses the methodologies available and compares them in terms of accuracy. It
lists features, but also limitations of Google Analytics, provides a detailed description of the user interface of the
application as well as the main reports that it generates. Shows how to activate an account and explains how to define
Key Performance Indicators and how to identify poor performing pages and even how to integrate third party
applications through the Google Analytics export API. In 2015 Brian Clifton publishes “Successful Analytics: Gain
Business Insights by Managing Google Analytics” [22]. This is no more a tool specific book like the previous ones,
describing how details of the Google Analytics application work, but focuses on how to set the necessary key

performance indicators in order to achieve user acceptance and successful operation of a web site through Analytics.

Menascé and Almeida have published interesting and important books and papers describing the four-level model for
Analytics and the application of the Customer Behavior Model Graph to visualize visitors’ steps. The book “Scaling
for e-business: technologies, models, performance, and capacity planning” by Daniel A. Menascé and Virgilio A. F.

Almeida[1] is important since it presents a quantitative approach to understanding and analyzing e-business scalability
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based on a four-level reference model. The four-level model is composed of a business model, a functional model, a
customer behavior model, and an IT resource model. This framework is used throughout the book to explain how e-
business technologies work and how they impact performance, to characterize and forecast the workload of e-business
sites, and to plan their capacity with the use of performance models. New performance metrics for e-business are
presented in the book. Models at the various levels of the reference-model are generalized in order to represent and
support understanding of problems in e-business. These models include customer behavior models (e.g., Customer
Behavior Model Graphs and Customer Visit Models), Client/Server Interaction Diagrams, and analytic (e.g., state
transition diagrams and queuing networks) and simulation performance models. The combined use of these models
provides a framework for assessing and evaluating the scalability of e-business sites. Many examples derived from real

e-business situations are used to illustrate the concepts presented in the book.

In 2004, Menasce and Almeida publish together with Lawrence Dowdy “Performance by Design: Computer Capacity
Planning by Example” [23]. Thisbook describes how to map real-life systems (e.g., databases, data centers, e-commerce
applications) into analytic performance models. The authors elaborate upon these models and use them to help the

reader thoroughly analyze and better understand potential performance issues.

An interesting book from Rob Sanders defines rules for Google Analytics. “42 Rules for Applying Google Analytics.
A Practical Guide for Understanding Web Traffic, Visitors and Analytics” [24].

Another important book covering similar topics, with more emphasis on mathematical models is “Modeling the Internet
and the Web: Probabilistic Methods and Algorithms” [25], also a relatively early book, that discusses mathematical,

graphical and probabilistic models for crawling techniques and behavior measurements.

Messaging solutions that allow integration of systems are Data streaming from various points allows sending data to
the Analyzer using queues. “Mastering RabbitMQ” [26], a book from 2015 by Emrah Ayanoglu et. al. is a book that
covers many issues of setting up, programming, and operating queueing software streaming based on message broker
systems. RabbitMQ?1° is a wrapper based on AMQP which allows solving scalability and data serialization and sending

over networks. The book describes how brokers are designed and work. Security, reliability, interoperability and

10 https://www.rabbitmg.com/
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compliance to standards as well as the architecture of the underlying AMQP!! application layer protocol for message-
oriented middleware. Installation of the Erlang programming environment and RabbitMQ and setup instructions are
presented for GNU-Linux, Windows and OS X. The book explains how to use Federation in RabbitMQ, in order to
handle issues like having to transfer lots of messages among multiple RabbitMQ servers. The book introduces the
Erlang? general purpose, concurrent, garbage-collected programming language and runtime system. A special section
describes all RabbitMQ managing options, command and web interfaces and configuration files. The book includes
Java, Ruby and Python code examples and describes how RabbitMQ can be used with small, medium and big data.
Beside Ayanoglu, also Stephen Haunts introduces RabbitMQ in “Message Queuing with RabbitMQ Succinctly” [27].
The code samples are written for Microsoft Visual Studio but are easily convertible to Java. “RabbitMQ in Depth” [28]
by Gavin M. Roy explains details of the RabbitMQ software system. Another book that introduces queuing models of
enterprise applications and analyzes performance issues is Leonid Grinshpan’s “Solving Enterprise Applications
Performance Puzzles: Queuing Models to the Rescue” [29]. This publication deals with complicated connections and

correlations using parameters involving workloads, hardware and software.

“Introducing Erlang: Getting Started in Functional Programming” [30] written by Simon St. Laurent in 2017 provides
a good introduction to Erlangs’ functional programming style.

An important book for streaming in Big Data is “Real-Time Analytics: Techniques to Analyze and Visualize Streaming
Data” by Byron Ellis [31]. Byron Ellis describes the architecture concepts of streaming analytics. The book describes
how streaming allows data to become available to remote applications just a few seconds or minutes after it has been
generated and shows tool combinations that will help achieving this goal. There is a broad introduction on how data
collection can be optimized and the data formatsthat are incommon use. Anintroduction into Hadoop and Map-Reduce
processing informs the reader about big data in the begin of the first chapters. Beside Java, Scala and Clojure are
presented as options for the development, as well as JavaScript. An entire chapter is dedicated to describing Apache
ZooKeeper?3, because of its importance for maintaining horizontal scalability. Dataflow management is handled with
Kafkal4 and Flume?>. Both applications are described. Another chapter is dedicated to processing streaming data with

11 http://www.amgp.org/

12 https://www.erlang.org/

13 https://zookeeper.apache.org/
14 https://kafka.apache.org/

15 https://flume.apache.org/
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the Apache projects Storm16 and Samzal’. The steps of storing the streaming datato MongoDB are described and finally
the processing in order to provide streaming metrics. The visualizations are done with HTML5, JavaScript and D38 or
NVD3%.

“Social Media Data Mining and Analytics” by Gabor Szabo, Gungor Polatkan, Oscar Boykin and Antonios
Chalkiopoulos [32] is analyzing data extracted from social media applications. The authors succeed in answering the
“who, how, when and what” questions. They approach many “Social media” systems, download data and process it
with various languages. In order to answer the ‘who’ question Wikipedia and Tweeter are addressed, and the data
extracted is processed with Python and R. They compare the degree of diversity between the users. The ‘how’ question
checks the connections between users of a chat application and the generation of a graph of social connections is
presented with the use of Python and matplotlib, along with the metrics. The distribution of degrees (numbers of
neighbors) that the users have. The ‘when’ question is answer with the temporal characteristics of the users’ actions.
Timestamps of activities are collected, and Poisson process model applied. The autoregressive integrated moving
average (ARIMA) gives more precise predictions since it compares previous values. The ‘what” answer is approached
as textual content analysis. The goal is to be able to analyze text and unstructured data. The authors download an XML
file from a Stack Exchange sub site and analyze 46,000 questions and 88,000 answers. Term occurrences are calculated
and graphed, and dissimilarities are computed with a distance matrix of terms. Word clouds show the identified topics.
Popularity of topics and clustering of individual documents are measured. After the four questions have been asked and
answered, the book proceeds to apply the classic MapReduce algorithm in order be able to solve counting words and
processing huge amounts of data with big data techniques on Hadoop clusters instead of single computer file systems.
Finally, the book describes a learning methodology that can be used in order to make predictions about what users like

and feed a recommender system with options.

Beside the standard manuals that are available to the programmer and can be downloaded from the respective websites
of the used software subsystems, like MySQL server, MySQL Workbench, MySQL Connector/J, Java SDK, Apache
Commons, Jaspersoft Studio, Maven, Apache2 and Apache Tomcat Webserver, the following books offer valuable
support: for the Java programming language Ivor Horton’s “Beginning Java — Java 7 Edition” [33], Tanuj Khare’s
“Apache Tomcat 7 Essentials” [34] and Vukotic — Goodwill “Apache Tomcat 7” [35] describe many administration
details and advanced features of the Apache Tomcat web server. “MySQL 8 Administrator’s Guide” [36] explains

16 https://storm.apache.org/
17 http://samza.apache.org/
18 https://d3js.org/

19 http://nvd3.org/
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MySQL administration concepts and configuration. “Murach’s MySQL 2"¢ Edition” [37] is a helpful book for SQL
details and query support. “Apache Maven Cookbook” [38] explains how to setup complex Java projects involving
multiple libraries easily using Maven. “Ubuntu Unleashed 2019 Edition: Covering 18.04, 18.10, 19.04, 13th Ed” [39]
and “Mastering Ubuntu Server Second Edition” [40] by Jay LaCroix are a useful publication describing and supporting
advanced settings of the Ubuntu operating system.

“Beginning NFC Near Field Communication with Arduino, Android and PhoneGap” [41] by Tome Igoe, Don Coleman
and Brian Jepson covers details about NFC close proximity data exchange. Two books that describe iBeacon physical
details and programmatic specifications are “Learning iBeacon” [42] by Craig Gilchrist and “Building Applications”
[43] with iBeacon by Matthew S. Gast.

Regular expressions are a very convenient method for searching texts and extracting complex information out of web
access logfiles. “Regular Expressions: Pocket Primer” [44] by Oswald Campesato, “Regex Quick Syntax Reference:
Understanding and Using Regular Expressions” [45] by Zsolt Nagy and the Ben Fortas” E-book “Learning Regular
Expressions” [46] as well as the Regular Expressions chapter 14 of “Beginning Java8 Fundamentals: Language Syntax,
Arrays, Data Types, Objects, Regular Expressions” [47] written by Kishori Sharan and “Introducing Regular
Expressions” [48] by Michael Fitzgerald are useful references with examples of typical regular expressions and their

handling in various programming languages.

“Performance Testing with JMeter” [10] and “JMeter Cookbook™ [49] by Bayo Erinle and also “Apache JMeter” [50]

by Emily H. Halili can provide adequate information for accurate external performance measuring.

Finally, literature for development for the Google Web Toolkit framework that was used, includes the standard Manning
book “GWT in Action” [51], by Adam Tacy et. al., the Packt publication “Google App Engine Java and GWT
Application Development” [52], by Guermeur and Unruh and the Tutorial Point’s “GWT Tutorial” [53].

“Cloud Computing Bible” [54], by Barrie Sosinsky focuses on the platforms and technologies needed for shifting
applications to the Cloud for lowering computing costs with a pay-as-you-go contracts that offer infinitely scalable, and

universally available systems that allow very fast expansion.

The book “Webbots, Spiders, and Screen Scrapers: A Guide to Developing Internet Agents with PHP/CURL” [55]
allows understanding the functionality of spiders and webbots.
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The next section elaborates on the general goals of Analytics, further explains the access log file affinity with the
application it stems from and explains how to define its contents and configure the generation procedure details. The
four types of analytics systems are described and compared. The impact of the shift to Rich Internet Applications with
heavy AJAX use to the access log file and the way a remote web server can be configured are explained.

48



5. WEB ANALYTICS SYSTEMS

The “Web Analytics Systems” chapter elaborates on the general goals of Analytics. It further explainsthe access
log file affinity with the application it stems from and explains how to define its contents and configure the
generation procedure details. The four types of analytics systems are presented, described and compared. The
impact of the shift to Rich Internet Applications with heavy AJAX use to the access log file and the way a
remote web server can be configured are explained.

5.1. ANALYTICS GOALS

To extract knowledge and information from the operation of web applications, algorithms are needed that trace the web
page usage and measure key-clicks and actions of all visitors, to gain the needed user behavioral insight.

Basic information provided by an Analytics system is:

a. Overview of the details of the visitors’ requests. Accurate time and exact steps of the visitor are
registered, loaded and can be analyzed.

b. Information about the traffic load and the response times of a web site.

c. Approximation of the geographical location of the visitor

d. Details about the user’s browser version and operating environment.

e. Measurements of campaign results.

f. Referrer recognition

g. Possibility of grouping and clustering visitors according to the style of their visit.

h. Measurements of the influence of social media applications to the traffic of a web site.

Finding errors of the web site.
j.  Capability of displaying measurements in time periods: per hour, day, month, year and comparing
time units.

k. Ability of presenting measurements and statistics in near real time (NRT).

As the Internet evolves towards to what is known as Web 3.0, analytics application must also change in order to adapt
to this technology shift so they can keep providing results. Standard typical log file analyzers cannot provide results
when the web application is a rich Internet application (RIA). This is since they are more web browser bound and make

heavier use of Ajax.
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5.2. THEACCESS LOG FILE

Logfiles are automatically generated text files that usually carry very detailed information about the interaction of
visitors with a web application. Although both the size and level of detail of the access log file depend on the application,
their size makes manual processing difficult and inconvenient. Log File Analyzers have facilities that will read log file

lines, preprocess them and load the information into relational databases.

Programmers can always implement their own logging mechanisms. It is though usually more convenient to avoid
reinventing the wheel and stick to existing logging systems that have been used by professionals for years, have become
de facto standards, are popular and are guaranteed to perform well. For the Java developer for example, the site java-
source.net?? includes a list of logging libraries and front ends, many of which belong to the open source community and

can easily be used with any application.

Apache Software Foundation offer two basic types of logs for their web servers: internal and external.

Internal logs or error logs, are used for reporting about the status of the web server operation, and register information

and errors:

25-Apr-2019 10:03:14.734 INFO [main] org.apache.coyote.AbstractProtocol.start Starting ProtocolHandler
["ajp-nio-8788"]
25-Apr-2019 10:03:14.754 INFO [main] org.apache.catalina.startup.Catalina.start Server startup in 16687 ms

TeXTBOX 1: INTERNAL LOG FILE SAMPLE

External logs are used for logging access to the web server. They register all external requests to the web server and

details about each transaction.

20 http://java-source.net/open-source/logging
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62.1.183.170 127.0.1.1 - 0 62.1.183.170 - GET 8780 ?prodId=8 - [05/Apr/2019:00:00:03 +0300] "GET
/konakart/SelectProd.do?prodId=8 HTTP/1.1" 302 /konakart/SelectProd.do 19 6924E3EAC9BAE3649DODCF6B4EFFFFB9
"Mozilla/5.0 (X11; Ubuntu; Linux x86 64; rv:66.0) Gecko/20100101 Firefox/66.0"
"http://aivalisco.ddns.net:8780/konakart/Welcome.do"

62.1.183.170 127.0.1.1 25906 25906 62.1.183.170 - GET 8780
?prodId=8&manufacturer=Warner&category=Cartoons&name=A+Bug%27s+Life&model=DVD-ABUG - [05/Apr/2019:00:00:03
+0300] "GET
/konakart/SelectProd.do?prodId=8&manufacturer=Warner&category=Cartoons&name=A+Bug%27s+Life&model=DVD-ABUG
HTTP/1.1" 200 /konakart/SelectProd.do 29 6924E3EAC9BAE3649DODCF6B4EFFFFB9 "Mozilla/5.0 (X11; Ubuntu; Linux
x86 64; rv:66.0) Gecko/20100101 Firefox/66.0" "http://aivalisco.ddns.net:8780/konakart/Welcome.do"

62.1.183.170 127.0.1.1 2885 2885 62.1.183.170 - GET 8780 - [05/Apr/2019:00:00:03 +0300] "GET
/konakart/images/dvd/a bugs life 1.jpg HTTP/1.1" 200 /konakart/images/dvd/a bugs life 1.jpg 0
6924E3EACI9BAE3649DODCF6B4EFFFFBY9 "Mozilla/5.0 (X11; Ubuntu; Linux x86 64; rv:66.0) Gecko/20100101
Firefox/66.0"
"http://aivalisco.ddns.net:8780/konakart/SelectProd.do?prodId=8&manufacturer=Warner&category=Cartoons&name=A
+Bug%27s+Life&model=DVD-ABUG"

62.1.183.170 127.0.1.1 4558 4558 62.1.183.170 - GET 8780 - [05/Apr/2019:00:00:03 +0300] "GET
/konakart/images/dvd/a bugs life 3.jpg HTTP/1.1" 200 /konakart/images/dvd/a bugs life 3.jpg 0
6924E3EACI9BAE3649DODCF6B4EFFFFB9 "Mozilla/5.0 (X11; Ubuntu; Linux x86 64; rv:66.0) Gecko/20100101
Firefox/66.0"
"http://aivalisco.ddns.net:8780/konakart/SelectProd.do?prodId=8&manufacturer=Warner&category=Cartoons&name=A
+Bug%27s+Life&model=DVD -ABUG"

62.1.183.170 127.0.1.1 29381 29381 62.1.183.170 - GET 8780 - [05/Apr/2019:00:00:03 +0300] "GET
/konakart/images/dvd/a bugs life 3 big.jpg HTTP/1.1" 200 /konakart/images/dvd/a bugs life 3 big.jpg 0O
6924E3EACI9BAE3649DODCF6B4EFFFFB9 "Mozilla/5.0 (X11; Ubuntu; Linux x86 64; rv:66.0) Gecko/20100101
Firefox/66.0"
"http://aivalisco.ddns.net:8780/konakart/SelectProd.do?prodId=8&manufacturer=Warner&category=Cartoons&name=A
+Bug%27s+Life&model=DVD-ABUG"

62.1.183.170 127.0.1.1 3377 3377 62.1.183.170 - GET 8780 - [05/Apr/2019:00:00:03 +0300] "GET
/konakart/images/dvd/a bugs life 4.jpg HTTP/1.1" 200 /konakart/images/dvd/a bugs life 4.jpg 0
6924E3EACI9BAE3649DODCF6B4EFFFFBY9 "Mozilla/5.0 (X11; Ubuntu; Linux x86 64; rv:66.0) Gecko/20100101
Firefox/66.0"
"http://aivalisco.ddns.net:8780/konakart/SelectProd.do?prodId=8&manufacturer=Warner&category=Cartoons&name=A
+Bug%27s+Life&model=DVD -ABUG"

62.1.183.170 127.0.1.1 24667 24667 62.1.183.170 - GET 8780 - [05/Apr/2019:00:00:03 +0300] "GET
/konakart/images/dvd/a bugs life 1 big.jpg HTTP/1.1" 200 /konakart/images/dvd/a bugs life 1 big.jpg 0O
6924E3EACI9BAE3649DODCF6B4EFFFFB9 "Mozilla/5.0 (X11; Ubuntu; Linux x86 64; rv:66.0) Gecko/20100101
Firefox/66.0"

"http://aivalisco.ddns.net:8780/konakart/SelectProd.do?prodId=8&manufacturer=Warner&category=Cartoons&name=A
+Bug%27s+Life&model=DVD-ABUG"

TexTBOX 2: EXTERNAL LOG FILE SNIPPET

JULI or java.util.logging, a renamed fork of Apache Commons Logging, Apache Log4J and Log4j2, the LOGBack
Projectare popular logging systems. JULI is the logging mechanism for the Apache Tomcat web server internal logging.

Apache Catalina allows the insertion of additional components into the request processing pipeline of each associated
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container?® for external logging. The characteristics, the format and contents of the generated logfile are defined in a
configuration file, defined in the “Access Log Valve”. When the access log files generated during the operation of the
web server are processed, they provide information and insight into each visit request and response.

Textbox 2 shows a small portion of an access log file of an e-commerce application consisting of just 7 such lines. One
can immediately recognize the IP addresses of the server, the number of bytes sent, the fact that these are all get-
commands, the parameter prodI D=8, which isthe code of the requested product, the timestamp, the status of the request,
being 302 and 200’s, followed by the session-1D, the agent and the referrer. If multiple visitors are being served at the
same time their lines stamped by the session-ID’s are intermixed. Although the timestamp is the same for all lines in
this snippet, [05/Apr/2019:00:00:03 +0300], the sequence of logged events is always in the correct order. The accuracy
of one second is enough, since the log file registers manual activities that are activated by the visitor’s mouse. One can
see from this example that all lines dealing with the click of the user are aimed to loading the appropriate product and
its picturesin the visitor’s browser. In our case, a DVD Movie from the Cartoons category called “A Bug’s Life” (Figure
7). Loading all the pictures and the appropriate information for this product is a sub second activity.

A Bug's Life

[DVD-ABUG] - 10 items in stock

FIGURE 7: A BUG'S LIFE

21 https://tomcat.apache.org/tomcat-8.5-doc/config/valve.html#Access_Logging
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In Apache Tomcat, the enhanced SimpleDateFormat pattern “% {xxx}t xxx”, for example using “% {yyyy-MM-dd
HH:mm:ss.SSS}t” asinstead of %t, would allow millisecond accuracy of the timestamp if necessary. This feature works

for Tomcat version 7 and all later versions. The latest version being today version 10.0.0-M122,

The timestamp and the session-1D are valuable information as they reveal the steps and the detailed path of each visitor

in the e-commerce site.

5.3. How TO GENERATE THE ACCESS LOG FILE

A few types of webservers are being used today. Each one offers its own way of reporting and logging events into log
files. The format of the log file line output is always, to a large extent, configurable. The default settings usually give
only reduced access information and but report exceptions and error conditions.

A reconfiguration of the web server settings is usually required in order to allow the server to report more detailed user
access information in the access log file. This is done by setting appropriate values in a specific XML file. With Tomcat
for example, it is necessary to reconfigure the server.xml file, in order to get access-log files and information about
visiting users in a precise way, which allows timing- and response- measurements, as well as access-attitude information
of prospective or existing customers.

Apache Tomcat provides the configuration directory conf, that contains the file server.xml. At the bottom of thisfile, a
line that includes the adjustments valve parameter, called AccessLogValve must be un-commented if it is and changed.
This is a one-time setting that can be performed either by the Log Analyzer if it supports this feature, or manually.
Tomcat needs to be restarted, so that the new settings take effect. If there are errors in the server.xml file, the web server
will not start, and the error messages will be registered in the internal log file.

The default valve parameters and patterns can easily be modified, either through an editor, or by the application. A
reasonably detailed log file that can be used for access metrics may look like in Textbox 3:

22 https://tomcat.apache.org/download-10.cgi
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<Valve className="org.apache.catalina.valves.AccessLogValve" directory="1logs"
prefix="kk8 access." suffix=".log"

pattern='%a %A %b %B %h %Ll %m %p %Qq %u %t "%r" %s %U %D %S "%{User-Agent}i" "%{Referer}i"'

resolveHosts="false" rotatable="true" fileDateFormat="yyyy-MM-dd" />

Almost all necessary options are activated in the example above, in order to obtain as much information as possible in
the access log file. In general, the more pattern codes are used, the larger each line of the access log file will be. The
included codes are a matter of the company policy and define the contents and the sequence of the information stored
in each line of the produced log file. The LFA will parse each log file and load the data to a database. This phase offers
a second chance to leave out specific information from the log file, generated by any code that seems excessive. If the
pattern is modified often, then the web server generates log files with different formats and are a little more difficult to
process together. Thus, it is advisable not to change the pattern all too often. Changes to the pattern automatically imply
also changes to the software that is used in order to parse the log file for loading to a database for further processing.

The pattern variables are usually enhanced with every new version of the web server. The pattern variables of Apache

TextBoX 3: AN ACCESS LOG VALVE

Tomcat 8.5 can be seen in Table 1:

TABLE 1: PATTERN VARIABLE OPTIONS FOR ACCESS VALVE?3

%a Remote IP address

%A Local IP address

%b Bytes sent, excluding HTTP headers, or'-' if zero

%B Bytes sent, excluding HTTP headers

%h Remote host name (or IP address if enableLookups for the connector is
false)

%H Request protocol

%l Remote logical username from identd (always returns '-")

%m Request method (GET, POST, etc.)

%)p Local port on which this request was received. See also % { xxx}p below.

%0 Query string (prepended with a '?" if it exists)

%r First line of the request (method and request URI)

23 https://tomcat.apache.org/tomcat-8.5-doc/config/valve.html#Access_Logging
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%s HTTP status code of the response

%S User session 1D

%t Date and time, in Common Log Format

%u Remote user that was authenticated (if any), else '-")

%U Requested URL path

%v Local server name

%D Time taken to process the request in milliseconds. Note: In httpd %D is
microseconds. Behavior will be aligned to httpd in Tomcat 10 onwards.

%T Time taken to process the request, in seconds. Note: This value has

millisecond resolution whereas in httpd it has second resolution. Behavior
will be aligned to httpd in Tomcat 10 onwards.

%F Time taken to commit the response, in milliseconds

%I Current request thread name (can compare later with stack traces)

Beside the contents of the log file, its location (directory path relative to default path), name and characteristics can be
configured. The directory attribute defines the location of the resulting file relative to the installation directory. The
prefix of the file name, as well as the suffix can be customized here. When the rotatable parameter is set to “false” the
system creates one single log file, that grows as event lines are appended. The basic problem of this setting is that the
log file of a site with heavy use tends to become large very quickly, and hence difficult to manage. When the rotatable
attribute is set to true, a new log file is recreated every time there is a change of date or hour, depending on whatever
matches the content of the fileDateFormat parameter. When set to “yyyy-MM-dd”, the date format is used as part of
the file name and we have a new log file for every day. Combined with rotatable="true” it triggers the log file to close
and a new one to open as soon as the day changes. If there would be an “.HH” addition to the file date format, the

system would produce a new log file with the new file name every hour.

As stated above, the AccessLogValve allows Apache-Tomcat to produce the details described by the pattern variable.
If the AccessLogValve tag is commented out, then no access log file is generated. By default limited information is
generated and common pattern is used. The variable pattern = ”common” defaultsto '%h %l %u %t "%r" %s %b', while
pattern = "combined" appends the values of the Referrer and User-Agent headers, each enclosed in double quotes, to
the common pattern.

When the modified valve pattern of Textbox 3 is used, seven lines of the generated logfile are shown in the ASCII file
in the External Log File Sample Textbox 2. This file is relatively difficult to read manually, since it may contain
hundreds of thousands of lines. Any request for information and statistical analysis is very difficult to calculate without
extracting every line, transforming it and loading to a database table. Sometimes it may be necessary to check the log
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file, as generated, with the use of a text editor for finding specific information on exceptionally occurring events, such
as cracker attacks. This evaluation work becomes a lot easier when a Log File Analyzer (LFA) is available.

5.4. FOUR TYPESOF ANALYTICS SYSTEMS
There are four conceptual types of analytics systems:
1. Pure Logfile Analyzers

Log files are semi-structured files containing detailed data about each web transactions and request. The
data must be carefully selected and processed in order to provide information. This processing extracts and
transforms the data generated by the web serve to the application framework that produces metrics.

2. Page Tagging

Page Tagging is done through JavaScript code, embedded in the web page, that sends the visitor’s browser
to a dedicated external web server, along with the page URL or name and a preassigned code to the
applications account number automatically, after visiting each page.

The dedicated server logs the visit data, stores it to a special data base for each site, based on its account

number and offers access to the metrics it produces.
3. Network Data Collection Devices

These are hardware devices, or specialized software that intercept IP packages from the network and allow

logging and analyzing traffic. These devices are called packet sniffers, since they operate on packet level.

4. Hybrid Methods

We call hybrid systems that combine usually two approaches, usually Logfile Analyzers and Page Tagging.

The disadvantages of each method are alleviated.

Types 1, 2 and 4 are taken into consideration in this work. Sniffersare primarily used by network specialists for checking

for network flaws and bottlenecks.
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Advantages and disadvantages of log file analysis versus tagging will be analyzed in the next paragraph. We will see
that type 1’s disadvantages are type 2’s advantages and vice-versa. Therefore, using type 4, which is hybrid method,
eliminates the disadvantages and allows exploiting all advantages of both techniques.

5.5. LOGFILE ANALYSISVS. TAGGING

Table 1 Page Tagging v Logfile Analysis
Advantages j Advantages
. Breaks through proxy and caching servers | e Historical data can be reprocessed easily
- provides more accurate session tracking ! . No Firewall issues to worry about
. |
® Track client side events : . Can track bandwidth and completed downloads
moavaScipl, Flash, web v2.0 i - also differentiate completed and partial downloads
® Client-side capture of e-commerce data ! . Track search engine spiders/robots by default
- server-side access can be problematic N . -
o ) : Track mobile visitors by defualt
. Visitor data can be collexted/processed in near real-time -
. Program updates performed for you :
* Data storage and archiving performed for you
Disadvantages .
9 Disadvantages
o Setup errors lead to data loss ! - Proxy/caching i di
- If you make a mistake with your tags, data is lost and you can not - HOXYICACH Y SNaceLracon
go back and re-analyse i ;f:e[:age is cached, no record is logged on your web
|
. Firewalls 1 T i
- can mangle or restrict tags ] 8 No event trackmg (javascript, Flash, web v2.0)
: : no Javascript, flash, web v2.0 tracking
- Cannot track bandwidth or completed downloads - - P t
- Tags are set when the page/file is requested not when the 1 rokram updates performed by your own team
download is complete 1 . Data storage and archiving performed by your own team

. Cannot track search engine spiders
- robots ignore page tags

FIGURE 8: BRIAN CLIFTON'S PAGE TAGGING VS. LOGFILE ANALYSIS TABLE

As stated above, we consider the three common approaches as means for measuring Web Traffic: Logfile Analysis,
Tagging systems and Hybrid solutions.

The very detailed semi-structured information about each tiny request by any client over the operation period that need
to be extracted from the log file and parsed into a database and querying against the database in order to obtain relevant
information procedure needs to be orchestrated by the owner of the e-commerce application.
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Page Tagging systems, on the other hand, use an external commercial web server, to whom the visitor’s browser is
automatically rerouted every time any web page is requested. This server collects log data generated by the visitor’s
browser to a log file and provides analysis techniques as a service that are used to extract hits of the specific web sites
and makes the information available, for all customers based on their account number. Tagging system operators are

responsible for dealing with all details and providing results.

Hybrid systems combine both technologies. They offer the advantages of both methods and this way they alleviate the
disadvantages of each method.

Brian Clifton’s comparative diagram in Figure 8 shows the advantages and disadvantages of both techniques.

LO GFILE ANALYSIS
ADVANTAGES

e Historical data can be reprocessed easily
e No Firewall issues to worry about
e Can track bandwidth and completed downloads

-also differentiate completed and partial

o Track search engine spiders/bots by default

e Track mobile visitors by default

DISADVANTAGES

e Proxy/Caching inaccuracies

- If a page is cached, no record is logged on your web server

e No event tracking (JavaScript, Flash, Web 2.0)

- no JavaScript, Flash, Web 2.0 tracking

e Program updates performed by your own team
o Data storage and archiving performed by your own team
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PAGE TAGGING
ADVANTAGES

o Breaks through proxy and caching servers
- provides more accurate session tracking
e Track client-side events
- JavaScript, Flash, web 2.0
e Client-side capture of e-commerce data
- server-side access can be problematic

o Visitor data can be collected/processed in near real-time
e Program updates performed for you by the vendor

e Data storage and archiving performed for you by the vendor

DISADVANTAGES
e Setup errors lead to data loss
- If you make a mistake with your tags, data is lost, and you cannot go back and re-analyze
e Firewalls
- can mangle or restrict tags
e Cannot track bandwidth or completed downloads
- Tags are set when page/file is requested not when the download is complete
e Cannot track search engine spiders

- robots ignore page tags

It is obvious that only a hybrid solution can provide a complete analysis of the web site visitor behavior. Because of
their complexities, only a small number of vendors can offer a hosted hybrid solution [56]. We approach this complexity

by setting up a log file analyzer with tagging extensions.
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5.6. PAGE TAGGING SYSTEMS

Google Analytics page tagging system, as an example, requires the following JavaScript code to be inserted in
each web page that needs to be tracked and made part of the analytics procedure:

<meta name="google-site-verification" content="XXXXXXXXXXXX" />
<script type="text/javascript">
var _gaq = _gaq || [];
_gaq.push([' setAccount', 'UA-XXXXXXXX-Y']);
_gaqg.push([' trackPageview']);
(function() {
var ga = document.createElement('script');
ga.type = 'text/javascript';
ga.async = true;
ga.src = ('https:' == document.location.protocol ?
"https://ssl': 'http://www') + '.google-analytics.com/ga.js';
var s = document.getElementsByTagName('script')[0];
s.parentNode.insertBefore(ga, s);
3 0

</script>

GOOGLE ANALYTICS JAVASCRIPT SNIPPET

This overhead allows Google Analytics to provide detailed information about each page of the site registered. The
innovation of the approach is that the owner of the site does not need to generate or analyze a local log file, since Google
take the responsibility of doing the analysis for them, providing a web interface and even an API for this service (Figure
9).
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AN

M\ A/ 64.00% Bounce Rate
MA 00:04:39 Avg. Time on Site

A1 16.00% % New Visits

FIGURE 9: GOOGLE ANALYTICS ACCESS RESULTS

5.7. USAGE EXAMPLE

This is a typical visitor access scenario, including the following access steps, which may occur in a simple session. An
already registered customer returns to the e-shop to place an order. The steps followed by the customer shown in this
textbox may be:

e connection with the shop and display of the first page,

¢ selection of the required language if not already selected,

e product search through a keyword or category

o display of proposed items matching the key or category,

e adding to product to cart

e completion of the transaction after the customer enters an e-mail and the appropriate password
e selection of pay- and shipment- method

e confirmation and disconnection

This is a very common customer visit for a re-purchase. The eight steps above may generate for example at least 250
to 400 lines entries in the access log file of the e-shop, depending on the implementation framework of the site. These
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lines include “GET” request lines for every single tiny image and component needed to render the page. These lines
must be separated, from the actions. Since the size of the image and the time is included, these details can be used for

calculating accurately the overall throughput.

The resulting data is ordered by the timestamp and the session-1D. The timestamp defines the exact date and time of
every step and can be used to measure the sequence of selections, and the start and end-time of each visit. Since an e-
shop is simultaneously accessible by many users, the session data lines are scattered between different user -sessions
and ordered by date and timein the log file. It is very simple to separate or join the information at any time for measuring

performance since it is transferred into the transactions database table of the log analyzer toolbox.

The statistics results of an e-shop may also be influenced, besides robot and crawler visits, through frequent
administrator accesses through the back-office application to the database. These are necessary steps, to maintain the
shop data, pricing, check and service orders etc. All these entries must be identified and filtered out of the customer

behavior statistics results.

The action “AddToCartFromProdld.do ”, as expected, adds a product to the cart. This is an example of an important
action, stored in the actions database table of the log analyzer toolbox and has one parameter, the product ID. It is part
of the requested URL and it appears through the %r and %U parameters of the Tomcat valve, combined with the
prodld=31 parameter, visible at the end of the URL also in the log file. This information indicates that some user, from
the IP address that is also visible and maybe even known, as well as the timestamp at the given time added this product
to the cart. We also have the session-1d it belongs to. Details from the log file, as it finally was transferred to the

transactions database table are viewed in Figure 10.
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08 - %m Request method (GET |

09 - %p Local port g7e0

10 - %q Query string 7prodid=31

11 - %r First line of the request |"GETII-:DnakartfﬁddTnCartFran‘mdld.dn?prndld=31 HTTPM.1"
12 - %s Status code of request |2EID |

13 - %S User session ID |F4FDACEEA9FE9DEF94492?1 DFY3ED441

14 - %t Date and time |2010-02-03 04:04:44 |

15 - %u Remote auth. user or - | |

16 - %U Requested URL |Ikc|nakartfﬂxddTnCanFran‘rudld.dn

17 - %wv Local server name |

18 - %D Time taken to process (ms) |454

FIGURE 10 REQUEST ACTION WITH PRODUCTID AND SESSIONID

The analyzer generates various reports. In Figure 11 the monthly traffic diagram combines (scaled) accesses with time
and bytes transferred.

70
60 1
50 1
40 4
30 1

20 1

10 1

4-Aug 18-Aug

8- access # msec < bytes

FIGURE 11 MONTHLY TRAFFIC DIAGRAM
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Since log file data is transferred to the database, it can be analyzed with SQL-queries via JDBC. This offers great
flexibility and speed. Complex queries are formed as select statements with their appropriate joins.

The “E-Commerce Application Characteristics” chapter that follows points out the importance of E-Commerce, lists
systems of different types and specific e-commerce applications available, discusses component mix and design and
architecture issues.
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6. E-COMMERCE APPLICATION CHARACTERISTICS

The “E-Commerce Application Characteristics” chapter points out the importance of E-Commerce, lists
systems of different typesand specific e-commerce applicationsavailable, discusses component mix and design
and architecture issues.

6.1. IMPORTANCE OF E-COMMERCE SYSTEMS

The Internet revolution, the speed improvements of the connections and its vast expansion via mobile devices during
the last few years, as well as the global acceptance of social media that boosted promotion, allowed e-commerce to
become a mainstream activity for a very large number of businesses. E-commerce improves all business activities by
speeding up buying and selling procedures. The Web alleviates geographical limitations and provides low cost 24/7
accessibility to the store. It also allows to extend the customer base beyond city limits or geographical boundaries. The
24/7 availability extends the business operation hours and days without high additional costs and saves money by
automating the entire purchase procedure, reducing communications and practically eliminating manual intervention

during customer-business interaction?+.

Contemporary, full-fledged e-commerce applications are usually complicated web-based software systems, consisting
of large numbers of components, services, interfaces and Application Programming Interfaces (API s), in various levels
of integration. Typically, they consist of inventory management components, customer management software, order
and invoicing applications, payment modules and shipping modules as well as a number of visualization and reporting

components, back-end management and a store front interface.

E-commerce sites are supersets of classic inventory applications that deal with sales in a traditional way but offer a web
interface that supports sales and must substitute the salesperson. The information of the products offered contains beside
the standard data, detailed product description, linksto manufacturer or manuals, variousimages, product type category,
pricing details, discount conditions and periods and evaluations of other customers, going a little beyond the scope of
what typical inventory application systems offer.

24 https://go.forrester.com/
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Since communication with the customer is done through the site, personal details from every customer must include
password and email address.

Customer management is necessarily involved since pricing policies, discounts and orders must be personalized. Often
e-commerce site operators use in parallel dedicated Customer Relationship Management applications.

At a very simplistic abstraction level, an e-commerce application can be viewed as a web-based product catalog with

integrated payment services.

Beside commercial e-commerce applications, a substantial number of public-domain, free source and open applications
are available for many operating system platforms and complexity levels, that are customizable and capable of dealing
with almost any type of e-shop.

Examples of very successful, well known and widely used free, open or moderately priced e-commerce applications?®

include the popular free OsCommerce (https://www.oscommerce.com/), a traditional application that was released in

year 2000, with a developer community that offers a vast number of plugins and add-ons. Magento

(https://magento.com/products/open-source), is a very complete open-source system. It has a fast-growing installation

base and is offered in both Community or Enterprise releases, with the former being free and the latter having a better
support and featuring higher functionality. OpenCart (https://www.opencart.com/) was developed in 1998,
PrestaShop (https://www.prestashop.com/en) and ZenCart, all of which are PHP and MySQL or MariaDB based

applications. Then there is Spree Commerce (https://spreecommerce.org/), a free e-commerce application written in

Ruby on Rails, that uses either MySQL or PostgreSQL. Shopify (https://www.shopify.com/), is hosted by its vendor.

KonaKart (https://konakart.com/), is a Java Application based on the Struts2 framework and using a sophisticated

persistence layer that supports the use of any Database Management System. Initially Konakart was introduced as an
OSCommerce workalike, fully compatible with the OSCommerce database, probably with the goal to tempt
OSCommerce customers to substitute their OSCommerce application with a faster workalike. BigCommerce is
different type of system. It is a self-hosted application (https://www.bigcommerce.com/). Self-hosted applications, like

Shopify and BigCommerce provide extensive Application Programming Interfaces that allow integration with
Enterprise Resource Planning Systems and access to data, that is stored at the remote host.

25 https://blog.capterra.com/best-free-open-source-ecommerce-software-solutions/
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Another important type of e-commerce application are e-commerce plugins and add-ons, that can be integrated into
specific general-purpose Content Management Systems, like Magnolia CMS and Hybris, OpenCms and Konakart,
Joomla and VirtueMart or HikaShop, JooCommerce or eShop.

For some reason, the majority the most representative free e-commerce applications have been developed in PHP and
run under Apache2 httpd server.

Typical e-commerce applications are designed to look and feel like well-designed virtual interactive product and
services price catalogs. They exhibit and present products, in a fancy but simple manner through any browser and use
multiple photographs and descriptions of their characteristics, details and features and implement a metaphor of a
shopping cart. They usually support a front and a back-end application interface, like typical content management

systems. The front end is used by customers and the backend by administrators.

The backend has functionality comparable to that of desktop inventory applications and ERPs and is used to maintain
the data of the e-shop and operations. Products, payment schedules and policies, shipping modules and processing of
the orders and customers are handled here.

E-commerce applications appear in a multitude of forms:

1. As standalone web applications for retail applications.
2. As extensions or part of classical web sites or content management systems.
3. Often, when a company offers a very limited number of products or services, as simple PayPal buttons, appearing

in general purpose static web pages, next to these service or product descriptions.

4. Airline and hotel reservation systems are also specific forms of e-shops, since they although they are more often

characterized as reservation systems, they do offer e-shop functionality.

Typical retail e-shops are the most sophisticated and extensive applications of all forms. They share many standard

architectural characteristics, design and features:
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Commonly used front-end filtering components of all typical e-shop implementations:

Category control.
Manufacturer selector.
Text Search which allows misspelling and combining words.

Price range filters.

o ~ w e

Sorting mechanism, by product code, price and popularity.

In addition, e-commerce applications can accept and providing product reviews and evaluations by customers and
visitors, which prove to be a very useful tool for the entire user community. Figure 12 shows the components of an e-

commerce application.
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FIGURE 12: COMPONENTS OF AN E-COMMERCE SYSTEM?®

26 https://www.bptrends.com/ecommerce-in-the-customer-empowerment-era/
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6.2. DATABASE ENTITY RELATIONSHIP DIAGRAM

The Entity Relational Diagram of some typical E-Commerce site is shown in Figure 13. The “crows’ foot” notation
shows the exact relations between the database tables. The great similarity to an Inventory, Invoice, and Customer-
Supplier application is immediately evident.

1

TaxClass

PK TaxClassid
TaxClgssTte t—————e<|
TaxClessDascrptn|

G [PK OrderStatusCode
>0J—

FIGURE 13: ERD oF ATYPICAL ECOMMERCE APPLICATION?’

27 http://www.erdiagrams.com/datamodel-online-shop-crowsfoot.html
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The following chapter covers issues and characteristics of the e-commerce environment and the nature of the problem
have been defined in the previous sections, the “Specifications and Requirements for the Analyzer Application” chapter
elaborates on the nature, the characteristics and features of the LFA system that provide analytics in this environment.
The chapter starts with a use-case diagram, showing the basic components of this system and continues with functional
and non-functional requirements. The two “natures” of the LFA, “on demand” and the “real time” are presented along
with an example showing how customer orders could feed the analyzer automatically in near real time and by adding
appropriate triggers to the database of the e-commerce site. Four types of LFAs and their capabilities and extent are

presented, all of which can be based on the same software backbone.
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7. SPECIFICATIONS AND REQUIREMENTS FOR THE ANALYZER APPLICATION

The issues and characteristics of the e-commerce environment and the nature of the problem have been defined
in the previous sections, the “Specifications and Requirements for the Analyzer Application” chapter elaborates
on the nature, the characteristics and features of the LFA system that provide analytics in this environment. The
chapter starts with a use-case diagram, showing the basic components of this system and continues with
functional and non-functional requirements. The two “natures” of the LFA, “on demand” and the “real time”
are presented along with an example showing how customer orders could feed the analyzer automatically in
near real time and by adding appropriate triggers to the database of the e-commerce site. Four types of LFAS
and their capabilities and extent are presented, all of which can be based on the same software backbone.

7.1. INTRODUCTION

A log file analyzer can have various forms. It can function as a web application, as well as a standard desktop
application, builtwith a graphical user interface oreven asadesktop applicationwith additional web interface
and share both natures. A menu driven application designed around the toolboxes is a very familiar setup to
almost anybody and is simple and straight to operate, since itis a common well-known setup, familiar to all

and common to many applications, like editors, word processing systems etc.

The e-shop administrator should be given a user-friendly and reliable application to work with, with crisp and
responsive user interface. This application should be able to quickly track the transaction history of any e-
shop, allow setting up required parameters, find measurements and sequences of actions, and compute
performance indexes of actions or of the entire application, reveal the results of measurements under various

load conditions and compare with previous operation periods.

Thearchitecture mustbe easily expandable, in order to allow easy inheritance of its base classes, which handle
data imports and make simple negotiations with the various types of web servers, so that whenever web sites
that run on new web server architectures must be analyzed, their respective log files and any e-shop
application databases could be adapted and evaluated relatively fast. In order to be usable, the toolbox must
contain a tool with the ability to load entire log files or log file deltas as easy as possible and display the e -

shops latest status for evaluation at any time.

72



The use-case diagram in Figure 14 describes visually the system requirements for the LFA. The goal of such
a system is simple: support the easy loading of log files to an environment that allows the generation of

statistics, reports and visualizations.
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FIGURE 14: Use-CASE DIAGRAM OF THE LFA

The administrator, or the administrators, of the system, must be able to:

e setup the application environment. This includes activities like:

1. defining and maintain access to the database of the LFA,
2. the types of the web servers where the ecommerce sites operate,

3. maintaining known bot applications and spider engines,
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4. configuring the sites that will be examined by specifying their URL, HTTP port, the logfile
specifics,

5. configuring the relevant actions for the automated Customer Behavioral Graph generation,
6. simple domain management in order to recognize the geographical location of the visitors.
e load database details and by copying category and product details,
e load the access log file rotatable or non-rotatable,
e prepare data batches and

e run visualizations reporting and statistics.

7.2. REQUIREMENTS

NON-FUNCTIONAL REQUIREMENTS

Non-

Functional _ _ o

Requirement Non-Functional Requirement Description

Number

NFR 1 The LFA system must respond quickly, without letting the user wait long. This point is where all
tricks and techniques need to be applied, since log files are usually very large ASCII files
containing lots of details. They are often located in remote web servers and they must be extracted
and loaded through DSL connections that might be slow.

NFR 2 The LFA should scale well, because data volume grows fast as time passes and years of historical
data should be available for comparing and mining purposes.

NFR 3 The storage capacity should be unrestricted. Shifting from a local file system to a Hadoop file
system cluster could become necessary and should be pre-planned in order to be easily feasible.

NFR 4 The LFA must be reliable and the data should be safe.

NFR 5 The software should easily adapt to new web server types and new versions since any platform
may be used with web applications.

NFR 6 The LFA system should be able to run on multiple operating environments and its portability
should be guaranteed.

NFR 7 The system must be easy to setup, manage and use in order to be effective.
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FUNCTIONAL REQUIREMENTS

Functional

Requirement

Functional Requirement Description

Number

FR 1 The main user of the LFA is the web application administrator.

FR 2 Each log file processed should be reloadable and easy to delete from the database of the Analyzer.

FR 3 The parsing should be done using a regular expression which must be analogous to the pattern
of AccessLogValve entry.

FR 4 Authentication is required, in order to maintain secure access to any remote system involved,
that hosts the web application, the configuration files and the log file under scrutiny, as well as
access to read and download data from its operational database.

FR 5 The LFA must adapt the standards of the web servers it is checking.

FR 6 Graphics and Reports should be generated on demand. Visualization and reporting are more
efficient if it based on some well-designed standard commercial Report Generator Application.
This simplifies the ad-hoc and routine reporting procedure.

FR 7 The data base should accommodate historical data in order to support year, month and day value

comparisons and data mining.

The application must be easily expandable, since web servers evolve. Easy adaptation to novel features and new types

of web servers would be an asset, because new versions appear frequently. Even if the LFA is used only for accessing

one web application, it should support newer versions of the web site with minor software modifications. Figure 16

shows the main software components of the application for log file analysis on demand. The administrator runs the

system, asks for log files, the system loads and parses the selected log file data, loads it to the database and is ready to

produce visualizations.

Main goal of Analyzer Application is to provide insight and information about the way a web application is visited, the

behavior of the users and performance of the system. The generation and visualization of metrics in various forms. The

application must be able to adapt easily to various operational scenarios and act as a tool, or as a mix of tools, capable

of dealing with the generated data.
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We classify the Analyzer Application based on input acquisition mode in the following 2 types (Figure 15):

i. On Demand
ii. Near Real Time with Streaming and Big Data

iii. Enhanced or Combined

Further the Analyzer Application is classified based on scope of input in the following 4 types:

iv. Standard Logfile Analyzer
v. Extended Logfile Analyzer with adapted operational data from the e-shop
vi. Hybrid LFA, capable of working with API’s for tagging systems as well

vii. Social Media Aware with Open Communication Channels.

Any Analyzer of any of the above 4 input-types can acquire data by any of the 3 input acquisition techniques.

The proposed ideal approach must combine both log file analysis as well as tagging, be extended and Social Aware with
combined acquisition capabilities to be more versatile. So, we propose a hybrid system. Still several additional
innovations must extend its functionality.

The measurements that can will be presented and visualized are of both operational and business nature.

Operational measurements deal mainly with the operating environment and are mainly performance related. They

provide the administrator with response times, speed, response behavior and load of the system.

Business measurements provide information about sales, profitability and turnover measurements and data about origin
and behavior of customers, as well as overall general business information and customer behavioral information.

The ideal Analyzer, is a system consisting of two applications that may operate independently:

1. An On-Demand Analyzer application (ODA), which is a standard analyzer tool, customized and extended in such a
way that it is capable of directly including operational data from the e-shop, allowing the operator to receive
operational metrics based on a familiar environment as if it were an extension of the e-shop, using known product
codes and procedures.
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2. A Near Real Time Analyzer web application (NRTA), which makes operational details available and eventually
visible on browsers and can display immediately the status of operations in near real time.

Log File
Analyzer

On Demand Real Time
Analyzer Analyzer

FIGURE 15: ENHANCED ANALYZER ARCHITECTURE

Although each of these two applications can exist on its own, if used together, they can act as complementary
components. They can share a common database as well as a common application programming interface. The first
application is a static e-shop scrutinizing and user action analysis tool, while the second is a generator and presenter of
live measurements and performance metrics in near real time.

7.3. ON-DEMAND ANALYZER

The On-Demand Analyzer application consists of the componentsshown in Figure 16. The general architecture diagram
can be found in Figure 1. The components used for input and adjustments of the application include:

e Settings about servers, and e-shops that will be processed
e Rotatable and non-rotatable log file delta data readers and loaders

e Import of e-shop specific data like items, categories, customers, statuses and orders from the e-shop databases
The processing that is done by the analyzer is:

e Preprocessing of the log file and import into the transactions table, in batches.
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e Log file Analysis
e Statistical Information Report generation

e Chartand graph computational algorithms
Output produced:

e Graphical reports

e PDF output

e Various Printouts and reports

e Customer Behavior Business Graph
The basic differentiation of thisLFA from standard plain log fileanalyzers lays in the fact that the architecture proposed
in Figure 1 can configure the web server of the e-commerce site to produce an access log file with specific characteristics

and contents and can also adapt and embed product and category information from the e-shop that are used in order to
customize the reports and the visualizations produced.

| On Demand \

Configuration o
of Server XML Statistics Report

Tool Generator

Log File E-Shop DB
Reader Tool Reader Tool

I

MNon \
Rotatble Rotatable

FIGURE 16: ON DEMAND ANALYZER MODULES
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7.4. REAL-TIME ANALYZER

Figure 17, shows the basic components of the Near Real Time Analyzer Web Application. They provide an alternative
input source for the log file entries, plus a technique to receive business data and any additional event information, right

after they are generated.

The log file entries are permanently queued as they are produced by the web server, by a daemon application, residing
onthe web server that hosts the e-shop. They are dequeued and accessed from the Real Time Analyzer Web Application.
This application may be located anywhere. It is not necessary to run these two applications on the same database, but it
would eliminate data traffic and would also provide fresh data to the On-Demand Analyzer (ODA).

Thus, the components used for input are:

e Data extractor from the operational e-shop database

e A log file queue processing tool, which dequeues the log file data received and parses it using the same
algorithms as the ODA. The data ends up in the transaction database and becomes immediately available for
the analyzer.

e Every metrics presentation tool of the RTA and every instrument selected to display measurements requires
another data queue to operate. The information source originates from the e-shop database. Every time a sale
is completed, or a user has logged into the system the generated information is pushed into the queue and the

appropriate presentation tool is refreshed in near real time.

The processing is targeted on producing quick graphical information and results to the user. In addition to that, action
is taken whenever a user logsin to the system for identifying the session statistics and alleviate anonymity. Demographic
information of the user and her shopping habits and behavior before logging in become known, since the entire session
corresponds to a known customer.

Output produced:

e Number of current users
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e Real time turnover meter
e Throughput meter

e Statistical Information about origin of visitor, browser, operating system etc.
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Environment Environment
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FIGURE 17: REAL TIME ANALYZER IMODULES

Every presentation tool of the web server needs its queue sibling. In example, the turnover presentation is a tool that
displays the turnover of the e-shop. Whenever orders are placed by customers the turnover presentation tool displays
the total amount. To feed the graph with accurate data, two daemon processes are needed. A producer, running on the

e-shop web server and its consumer running at the web server where the RTA is located.
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Thus, the source of the incoming information comes from the log file, generated by the e-shop's web server and the
source of the queue tools comes directly from the e-shop database. The output consists of a large set of graphical

representations and operational and business statistics.

The application is easily extensible this way. To support any new metric, a new queue tool consisting of a producer and
a new consumer provide data to the new presentation tool, which needs to be placed to the right place in the web

application.
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FIGURE 18: NEAR REAL TIME B1G DATA ANALYZER
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The application to be scrutinized defines which type is best suited for this goal. To integrate, enhance and adapt the
results and visualizations to every web application, the type 2 Analyzer extracts specific portions of their operational
databases and embeds them into its own database. To cover the sparse log file of Rich Internet Applications, types 3
and 4 include streaming mechanisms that collect generated data in near real time. Additionally, collections of external
sources of information, like in example social media data or even data from information systems running in parallel
enhance the collected data and provide broader information and results, offering more versatile visualizations. Type 5
facilitates the appropriate mechanisms that support extraction and loading from various external sources.

The Analyzer Application, no matter what type, must be user friendly, simple and direct to operate, have a crisp
unambiguous user interface and allow simple installation and adaptation to all necessary environments and platforms
involved. Easily configurable ETL subsystems should collect data from various sources and built-in parametrization
and configuration must make this adaptation simple and easy to apply.

7.5. NEARREALTIME WITH EXTERNAL DATA

Modern developments often need to introduce Rich Internet Applications (RIA), in order to allow high quality desktop-
like user interfaces to run on browsers and act as frontends to web applications. Since the main part of the interaction
happens at the browser of the client, they produce reduced and less detailed log files. This rendersall pure log file-based
analyzer applications useless. This is because we have here higher amortization of the client browser's JavaScript
interpreter. The communication between the client and the server becomes different and the interface of the application
becomes very similar to what the user is used to deal with, in modern desktop application environments.

The following snippet is an extract from a Tomcat access log file, which shows the very sparse nature of the log file

resulting from using rich Internet Applications:

. "GET /LogDB/ HTTP/1.1" 200 /LogDB/ 117 -

.. "GET /LogDB/LogDB.css HTTP/1.1" 200 /LogDB/LogDB.css 19 -

. "GET /LogDB/com.art.logdb.LogDB/com.art.logdb.LogDB.nocache.js HTTP/1.1" 200 44 -

. "GET /LogDB/com.art.logdb.LogDB/1D630481E14BBDO7DE7ED3D963A012CE.cache. html HTTP/1.1" 200 23 -
.. "POST /LogDB/com.art.logdb.LogDB/DBActions HTTP/1.1" 200 450 -

.. "POST /LogDB/com.art.logdb.LogDB/DBActions HTTP/1.1" 200 371 -

. "POST /LogDB/com.art.logdb.LogDB/DBActions HTTP/1.1" 200 449 -
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. "POST /LogDB/com.art.logdb.LogDB/DBActions HTTP/1.1" 200 378 -
. "POST /LogDB/com.art.logdb.LogDB/DBActions HTTP/1.1" 200 885 -

EXTRACT FROM A GWT APPLICATIONS ACCESS LOG

The extract above shows the contents of a logfile, generated when the user logged into an RIA system, using an email
and apassword, after running a few search queries and transactions, none of which are visible in the logfile. The detailed
step description, the familiar contents of the log file, is not generated anymore.

This log file lacks the entire detailed user interaction information and all the key-click activity, because they are handled

by the JavaScript interpreter of the client browser.

The problem of filling the missing gaps of the sparse log file is not an issue with the tagging portion of the Analyzer
hybrid system, since tags do not depend on the nature of the user interface of the e-shop to register detailed actions. The
registration of the actions takes place by sending and collecting the tag for every web page request and refresh. Each
tag sent is logged by the operator server into a traditional log file and log file-based analyzers used by the tag-based

operator provide the metrics.

To keep the hybrid character of the Analyzer and make it capable of operating with RIA web applications, Near Real
Time extensions (NRTE) were introduced.

Near real time extensions, solve not only the problems that are expected to occur whenever Rich Internet Applications
substitute traditional ones, but at the same time, they provide metrics and information to the e-commerce site operating
personnel in near real time. So, the benefit is double.

Near real time extensions can be applied both to traditionally designed web applications as well as RIA. Although
traditional frameworks generate full logfiles, NRTE’s can produce useful real time metrics. For RIA web applications
they also fill the missing gaps among the log file entries.

Near real time extensions (NRTE) are used to produce “live” metrics of the operational aspects of the site under scrutiny.

They rely on automated extraction of data from the site and automated loading into the database of the LFA. The data
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is processed upon arrival and the metrics are made available to the operating personnel of the site via a separate special
web application. Metrics can include any aspect of the operation including the turnover of the e-shop, number of visitors
analyzed by category, speed, geolocation etc. as well as the load of the system, throughput and responsiveness. The
implementation is based on queuing systems and the architecture and distribution is completely flexible in terms of
location of sensors (data producers) and location of the consumers. The overall system is designed in a way that is light

to operate and does not require a lot of resources of the server-side [57].

The principle behind the NRTE implementation isbased on the introduction of aset of daemon processes, each of which
track occurring events of the e-shop operation, like for example a concluded purchase, or when some prospective
customer adds an item to the cart, the appropriate data is collected by the producer daemon, engueued in a named queue
as a data package, and marked as sent. If, or whenever the client runs the corresponding consumer daemon, the data is
dequeued, moved to the Analyzer database and finally visualized whenever needed, or used in any manner according

to its content.

There may be a short delay of a few seconds or minutes if the consumer has not been running for a while because the
engueued datasets may be large, but the packages are designed to be small and this delay may seem irrelevant. The data
sources operate fast and adding metrics for any aspect necessary becomes a simple task.

Implemented near real times metrics currently include:

e Overall speed bytes per second

e Number of active visitors

e Requested items per visitor and overall
e Orders completed

e Customer behavioral graph

e Number of logged in customers

e Turnover or profit per hour, day

e Internet bot counter

Whether the application under scrutiny is generating a traditional detailed full log file, or asparse one, a specific daemon
is used, that places every single line of this log file to a named queue, in addition to the metrics mentioned above, and

so the information is sent to a consumer that parses it straight to the Analyzer transaction database. This can be

84



considered as a third tool to load the parsed contents of the access log file to the analyzer. So far we had the rotatable
and the non-rotatable access log file readers, presented in Figure 16, which operate on demand. The queued log file
daemon transfers automatically the contents of the log file in near real time and stores the parsed data in the
transactions database table.

Any arbitrary number of queues and their corresponding producer and consumer daemon application can be

implemented to support the necessities and the requirements of every e-shop operator.

The latest evolution of the Analyzer Application, with most of its add-ons, is presented in Figure 19 and its Data Flow
Diagram summary in Figure 26. The e-shop services accept requests from the customers clients. While the requests are
registered to the log file the file is being constantly polled by the producer daemon. The data is queued and sent to the
consumer daemon that parses and inserts it into the analyzer data base. The web server of the Analyzer application

makes the data available to any authorized client through the World Wide Web.

The Turnover feed, for example, shown in Figure 19, is activated whenever an order is placed by a customer. An after-
insert trigger is placed in the orders data base table. This trigger copies the order-id auto-number unique key to a new
database table, which was added to the e-shop database. The table is polled periodically for any pending records by the
queue producer.
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FIGURE 19: EXTERNAL DATA EXTENSIONS

If pending entries are located, based on the order number, all required additional information is gathered with the
appropriate SQL left join commands with other e-shop database tables and appropriate log file data and the resulting
data structure is enqueued also. The queue consumer at the LFA server-side dequeues the information and transforms
and loads the data to the LFA database. From there the order data is made available to the web application of the

Analytics server and is accessible to the Analyzer [58] .

The web application, running on the web server of the Analyzer, is GWT based and contains several visualization tools
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for every producer daemon, acting as a specialized sensor, transmitting information in near real time, but also general
statistics and graphs generated by comparing historical data.

Near real time extensions (NRTE) are used to produce live metrics of the operational aspects of the site under scrutiny.
They rely on automated extraction of data from the site and automated loading into the database of the LFA. The data
is ready to be processed upon arrival and the metrics can be made available to the operating personnel of the site via a
web application. Metrics include turnover of the e-shop, number of visitors analyzed by category, speed and load of the
system etc. The implementation should be designed in a way that is light to operate and does not require a lot of

resources of the server-side [57].

Additionally, a notification mechanism, can automatically inform the operating personnel of the e-shop with a visual
message on a status panel, and/or via SMS, and/or email, when specific conditions, events or situations occur. If for
example stock quantities drop or tend to drop below critical levels, if increased demand, or even if the throughput of
the e-shop or web site starts to suffer from degradation due to high visitor demand or because the load of the system

has passed a specified threshold.

Ease-of-installation and the need of a minimum of changes to the setup of the web application under observation are
very critical factors to gain acceptance to install any general-purpose performance and timing measuring system or
analyzer extension application. A log file analyzer, with near real time extensions system should be easy to embed into
any web application or e-shop, without needing of extra source code modifications for its adaptation to the system and
in order to operate smoothly. Source code changes have need to be maintained alwayswhen future releases and versions
replace the current system.

As mentioned above, NRTE systems should be multifaceted, to can collect data on demand, for multiple performance

metrics, as well as handle multiple types of events and situations. One aspect of the proposed system is presented in
Figure 19.
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4: Dequeue

This following scenario takes place when the user places an order:

1. The placement of the order by the customer starts this cycle and is the event that triggers this process.

1.1. To automatically intercept the order data, an after-insert trigger is placed in the orders database table of the e-
commerce site. This trigger copies the order-id auto number unique key to the new database table named “transmitted”,
which has been added to the e-shop database. This newtable could also reside in a separate database, in case the database
administrators want to keep the e-shop database changes and additions to a minimum. The contents of the transmitted

table are kept simple. They just include:

e Anauto number as a primary key,

e The foreign key order number from the orders table and

e One bit, indicating that the transmission to the LFA is pending.

& Load

X

Anabfzer

2. This table is polled periodically for any pending records by the queue producer daemon.
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3. If pending entries are located, based on the order number, all required additional information is gathered with the
appropriate left joins with other e-shop database tables and appropriate log file data and the resulting data structure is

enqueued.

4. The queue consumer at the LFA server-side dequeues the information and

4.1. Transforms and loads the data to the LFA database. From this point on the order data is made available to the web
application for presentation to the user.

The proposed approach must combine both log file analysis as well as tagging, with emphasis on the first technique,

which makes it a hybrid system. Still several additional innovations must extend its functionality.

The measurements that will be presented and visualized are of both operational and business nature.

Operational measurements deal mainly with the operating environment and are mainly performance related. They
provide the administrator with response times, speed, response behavior and load of the system.

Business measurements provide information about sales, profitability and turnover measurements and data about
origin and behavior of customers, as well as overall general business information and customer behavioral information.

The technology shift towards extensive Ajax and RIAs, which reducesthe access log file size, is remedied by the NRTA.
The missing log file user interaction information is substituted by customized data generated by queries that are
triggered by the database, queued as messages and sent to the analyzer. The reduced log file although it still includes
session id, IP-address and crucial details about the client does not contain all the clicks anymore. The database triggers

can send appropriate details in order to substitute the click. The generated information is reduced, so filtering of
unneeded data is no more necessary.

The data feeding mechanism that will provide the Analyzer with data generated from the e-commerce site in near real
time can be based on messaging. According to Hohpe and Woolf [59], Messaging is a technology that enables high-
speed, asynchronous, program-to-program communication with reliable delivery. Programs communicate by sending
packets of data called messages to each other. Channels, also known as queues, are logical pathways that connect the
programs and convey messages. A channel behaves like a collection or array of messages, but one that is magically
shared across multiple computers and can be used concurrently by multiple applications. A sender or producer is a

program that sends a message by writing the message to a channel. A receiver or consumer is a program that receives
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a message by reading (and deleting) it from a channel.

There are commercial and open source message queueing systems. Open-source systems are RabbitMQ, JBoss
Messaging, and Apache ActiveMQ [27]. RabbitMQ is based on the Advanced Message Queuing Protocol (AMQP)

which provides a low level, or “wire level” mechanism to communicate [26].

A simple MySQL example of a database trigger dealing with order processing is shown in Figure 21. This trigger runs
automatically after every insert command on the orders table. The trigger generates the insertion of a row to the table

transmitted, seen in Figure 22 below.

DELIMITER $%
USE " kk5502° $4%
CREATE DEFINER="root @ |localhost’

TRIGGER " kk55027. orders_AFTER_INSERT ™ AFTER INSERT OM "orders” FOR EACH ROW
BEGIN

insert into " kk55027. transmitted” walues (null, NEW. orders_id", 0);
-EMD4%4
DELIMITER ;

FIGURE 21: DATABASE TRIGGER SAMPLE

CREATE TABLE "transmitted” (
“id” int{11) NOT NULL AUTO_INCREMENT,
"orderNumber” int{11) NOT NULL,
“transmitted” int(1) NOT NULL DEFAULT '0,
PRIMARY KEY (" id")

} ENGINE=InnoDB AUTO_INCREMENT=

DEFAULT CHARSET=utf8 COLLATE=utf8_unicode_ci

FIGURE 22: DATABASE TABLE FOR NRT INFORMATION TRANSMISSION

A daemon process checks periodically the transmitted table for new entries. Once a new row is found, it is sent by the
producer to the queue and their transmitted field is set to 1.
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7.6. TYPE 1: STANDARD LOGFILE ANALYZER

The dataflow diagram of type 1 or “Standard” Logfile Analyzers, is shown in Figure 23. These applicationsare designed
like typical ETL (extract-transform-load) systems. Their input is mainly only the access logfile of the web application.
This logfile is a growingtext file. Itscontents are being extracted, line by line, parsed, and the extracted fieldsare stored
into a Relational Database Management System. Data visualization applications generate graphics representations and
provide the necessary metrics and statistical calculations that give insight to the administration and the operating

personnel based on SQL queries.

Administrator

T

requests / replies

Log File

. Analyzer |
X
request statistics,
events graphs, etc.

parsed data
storage & request

\ J
. LFA Computational
Log File DB Results

FIGURE 23: TYPE 1, TRADITIONAL LOG FILE ANALYZER

This architecture is simple, easy to apply to any web site and e-commerce site. These systems are straight forward to
use, but their functionality is relatively limited because their input comes solely from the access logfile. The major
shortcoming is the lack of the ability of cross correlating product and action descriptions. Hence, they force the user to
work with the raw mode of data included in the logfile. The users must do their own decoding of the data and receive

91



them in the same form as they appear in the log file of the e-commerce application and this is the way they are shown
by the visualization system as well.

The main advantage of type 1 systems is the simplicity of their installation. They can directly be applied with very little
preparation and can directly produce interesting metrics and information.

When a visitor for example interacts with the e-commerce site and performs the following transaction sequence:

(1) Chooses a category, (2) Chooses a subcategory and finally (3) Chooses a specific product of this subcategory,
which is a very common customer activity sequence, the following entries are generated in the access-logfile.

For readability purposes, only timestamp, HTTP request string and the returned status code are shown here.
The first click to the category refers to a category selection with category ID = 1:

[10/0ct/2018:23:11:02 +0300] "GET /konakart/SelectCat.do?catld=1 HTTP/1.1" 302

The demo e-commerce site is developed based on the Struts2 framework and when a selection is made, the status is set
to 302 and a redirection enhances this requested data to include the manufacturer id, as well as the category title of the

selected category. Here ‘Hardware’:

[10/0ct/2018:23:11:02 +0300] "GET /konakart/SelectCat.do?catld=1&prodsFound=-1&category=Hardware
HTTP/1.1" 200

We can depict from the redirected GET-string that the id 1 is used for Hardware. No products have been found, so the
prodsFound parameter is -1, the reason for that is that we have not a specific product yet, but a list of products instead
that are under category 1.

Next, the customer chooses subcategory 8, of the category Hardware.

[10/0ct/2018:23:11:09 +0300] "GET /konakart/SelectCat.do?catld=8 HTTP/1.1" 302

The redirect enhances the GET string to provide the category name:

[10/0ct/2018:23:11:09 +0300] "GET /konakart/SelectCat.do?catl d=8&prodsFound=2&category=Keyboards
HTTP/1.1" 200

Now we see that category-1d 8 is “Keyboards” and the Keyboard query successfully retrieved 2 keyboard products.
The customer now sees two products, chooses product id = 25.

[10/0ct/2018:23:11:21 +0300] "GET /konakart/SelectProd.do?prodld=25 HTTP/1.1" 302
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The final redirection now shows:

[10/0ct/2018:23:11:21 +0300] "GET

/konakart/SelectProd.do?prodld=25&manufacturer=Microsoft&category=Keyboards&name=Microsoft+Internet+Ke
yboard+PS%2F2&model=MSINTKB HTTP/1.1" 200

This redirection sends us to the product page. We depict the following additional information from the access logfile:

a. product ID 25 is the internal product code of the Microsoft Internet Keyboard PS/2
b. The model name is MSINTKB

c¢. The manufacturer of this product is Microsoft

These above steps look like this on the user’s browser:

’\" ITWWIITCA TWEAT |
Enterprise Java eCommerce

A Home | * Specials

= CATEGORIES Welcome to KonaKa
Hardware -= (8) o
Software -= (4) ~ Welcome .tu KonaKart. This is Java/
DVD Mavies -= (17) owners alike.

Gifts (1)

Konakart has a comprehensive set
}j@ MANUFACTURER easily embed shopping cart functio

| Please Select | LATEST PRODUCTS
‘s WHAT'S NEW? Gift Certificate
Q 25 4
£

SCREEN 1: PRODUCT CATEGORIES
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After selecting “Hardware”:

A Home | “ Specials My Account |
Hardware
i= CATEGORIES Categories

Hardware -= (3)
CDROM Drives (0}
Graphics Cards (2) 2
Keyboards (2)

Memary (0} \\\.ﬁ__/
Mice (3)

Monitors (0}

Printers (1)

Speakers (0)

Software -= (4)

DVD Maovies -= (17)

Gifts (1)

Graphics Cards Keyboards

Wonitors

# MANUFACTURER

Printers Speakers
| Please Select | ¢

LATEST PRODUCTS
5 WHAT'S NEW?

E‘F'W' :-,I. b T cen L
Bundle S Bundle Saver Hewlett Packard LaserJet  Microsoft IntelliMouse Explorer
undle saver $121.45 1100Xi $64.05

5121.45

SCREEN 2: HARDWARE CATEGORY
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After selecting “Keyboards” the list with the two available keyboard models appears:

Hardware =»

i= CATEGORIES

Hardware -= (8)
CDROM Drives (0)
Graphics Cards (2)
Keyboards (2)
Memaory (0)

Mice (3)
Monitors (0)
Printers (1)
Speakers (0)

Software -= (4)
DVD Maovies -= (17)
Gifts (1)

# MANUFACTURER

Please Select

Keyboards

Let's See What We Have Here

Product Name

Microsoft Internet Keyboard PS2

Bundle Saver

4

Dizplaying 1 to 2 (of 2 products)

-3

My Account |

Price Buy Now

56999

1 Result Pages: [<= Prev] 1 [Mext==]

SCREEN 3: AFTER CHOOSING KEYBOARDS

And finally, after selecting Microsoft Internet Keyboard PS/2, the product page is loaded.

A Home | * Specals My Account | Cart | Checkout

Hardware » Keyboards » Microsoft Internet Keyboard PS/2

i= CATEGORIES

Hardware -> (3)
CDROM Drives (0)
Graphics Cards (2)
Keyboards (2)
Memory (0)

Mice (3)
Wonitors (0)
Printers (1)
Speakers (0)

Software -> (4)
DVD Movies > (17)
Gifts (1)

A MANUFACTURER

5 WHAT'S NEW?

o

Microsoft Internet Keyboard PS/2 $69.99

[MSINTKB] - out of stock

)

I

The 10 Hot Keys on a comfortable standard keyboard design that also includes

LaserJet 100X
$499.99

2 QUICK FIND

-

Use keywords to find

the product you are
looking for.

SCREEN

a detachable paim rest The Hot Keys allow you to browse the web, or check e-mail directly from your
keyboard. The IntelliType Pro software also allows you to customize your hot keys - make the Interet
Keyboard work the way you want ittol

‘This product was added to our catalog on Monday 21 November 2011

Adato Can

€ SHOPPING CART

0Oitems

A MANUFACTURER
Microsoft

- Wicrosoft Homepage
- Other Products

¢ BESTSELLERS

Microsoft
Internet

© Keyboard
PSi2

~ NOTIFICATIONS

Noty me of
(S 4) updates to
Microsoft
Keyboard PS/2
[= REVIEWS
Wite a review

onthis
product!

4: AFTER CHOOSING 1ST OF THE 2 PRODUCTS
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The above example shows that using the HTTP verbs GET, POST provides under circumstances the necessary
information to reach a level of integration between the Analyzer and the E-commerce site.

7.7.TYPE 2: EXTENDED LOG FILE ANALYZER

The Type 2 analyzer is tighter integrated with the Web Application or the E-commerce site it is operating on than type
1. Here it is not necessary to trace the encoding through the redirected HTTP GET request strings. The integration of
operational data from the e-commerce site is direct. Data from the e-commerce site database is read into and transferred
into the database of the Analyzer. Type 2 offers the following extra capabilities:

e |t can provide direct cross correlation of the encoded information, collected from the requests registered in
the log file, with product-item and group details, like descriptions, prices, customer details and so on. This
feature makes all produced visualizations, reports and graphs more comprehensible for the store operators,

without any need to refer to external references and code catalogs or redirections of the web application.

e Data are loaded from the E-shop data base straight into the File Analyzer data base, either on demand, or
automatically, whenever unknown product groups and items appear in the log file. To avoid frequent
massive inventory loads during daily operations of the e-shop, whenever new products or categories are
inserted to the e-shop database, or price changes, each such insertion, update or deletion triggers also an
update to the analyzer database as well, resulting to a self-updating system.

e Additionally, the LFA can enforce the customization of the web application configuration at the web
server hosting it, to adapt the access log file information to the specific needs of every e-shop. The log file
parsing mechanism also makes use of the configuration to extract information knowing the details of the

access log valve.

e Analyzers of type 1 can only deal with items and categories that have been selected by visitors and
customers, because these are the only ones whose code and description data appear between the lines of the

access logfile. Type 2 systems know the entire category and product range.

The dataflow diagram of the type 2, extended LFA is shown in Figure 24. The system interacts with the E-commerce
site database additionally to extracting the logfile and can even allow, if permissions are granted, to modify the web
server XML configuration settings and stop and restart the web server itself to make these changes functional.
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FIGURE 24: TYPE 2 LFA DATAFLOW DIAGRAM
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7.8. TYPE 3: HYBRID LOGFILE ANALYZER

Web traffic and visitor interaction is measured by:

e Analysis of log files
Logfilescontain very detailed information abouteach request. The data mustbe carefully selected and
e Page Tagging
Page Tagging requires an extra web server, to whom the visitor’s browser is automatically sent. This
server collects the log data generated by this visit and stores it to a specific data base for each site,

based on an account number.

Logfile analysis is a precise methodology, but still has the following two disadvantages:
1. Proxy/Caching inaccuracies: If a page is cached, no record is logged on your web server.

2. No event tracking (JavaScript, Flash, Web 2.0): no JavaScript, Flash, Web 2.0 tracking

Tagging systems disadvantages are the advantages of Log File Analysis:
1. Firewalls can mangle or restrict tags

2. Cannot track bandwidth or completed downloads because tags are set when page/file is requested not when
the download is complete.

3. Cannot track search engine spiders, since robots have the smarts to ignore page tags.

According to Brian Clifton [56], only a hybrid solution can provide a complete analysis of the web site visitor behavior.

Because of their complexities, only a small number of vendors can offer a hosted hybrid solution.

Still at the end of the road, it is worth to go the extra mile and create a Hybrid System, since all disadvantages of the

two methods can be eliminated and one system can back the other up in case of a technical problem.
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Administrator
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FIGURE 25: HYBRID LFA

Most E-commerce systems can easily be configured to use an external Page Tagging Analytics Application, like Google
Analytics for example. A registration to the service and the addition of a small tagging JavaScript function snippet to
all relevant HTML pages of the site to be measured, must be inserted and called by each web page that must be traced.
These pages send a specific code-id to the Tagging System Operator. The Tagging System Operator uses logfile analysis
to provide the measurements back to the site.

To support tagging our LFA makes use of the Google API (Figure 25) to get the information collected there, enhance
the data of the log file and substitute to some extend data, that went missing through Proxies or Caching.

The log file and tagging back each other up and a comparison software mechanism is provided.
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7.9. Tyre4: SoclAL MEDIA AWARE ANALYZER

Administrator }‘

[ Plan Messages

| Read Metrics
requests / replies
|

External Tagging

server (i.e. Google
exlernal

Analytics)
meltrics
\“ a4 Interface /e
. \ . Social |
#{ Log File .I Media |
. Analyzer . Processor
b / - 3 /i
k , ___-" -..-."‘"- % oy .-'f}
— “d —
."h"“ ""-“'\ M ‘
. j N ™, Generate Post
( A & Poll Metrics
request | statistics,
events | !

y araphs, etc.
conliguration | \

parsed data

|

. e-shop crarage & reauac
5.3[;1;..195 atap storage h. reguest Social Media
| . | \ - (Face book, Twitter...)
| | | |
1
| | |I
| \ | |
| II II II I
. | 4 4
. e-shop e-Shop LFA Compulational
Log File  wep server DR DB Results

FIGURE 26: SocIiAL MEDIA PROCESSOR INTEGRATION

The important “Social Media awareness” of the Analyzer is achieved through the Social Media Processor (SMP), which
is a publisher application, embedded in the Analyzer (Figure 26), and automatically posts prewritten messages to

selected social media applications (Facebook, Twitter, etc.), at specified times, either randomly, or following the list
created by the administrators.

The Administrator can define what and where its content is posted. The SMP generates the postings, places them and

regularly uses the Application Programming Interfaces to measure social feedback directly from the used applications.
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The selected media are also regularly measured to evaluate their impact in terms of visits or sales through the access

log file, as referrers.

Next chapter covers details and design characteristics of the Analyzer Application. It focuses on operational
specifications, user interface design characteristics and details, functionality and implementation details of the on-
demand log file loading, session processing and visualization of results. The streaming daemon functionality is
presented and a description of the NRT log file loading process, that updates the database of the LFA in near real time.
The Web Application Server and the database of the LFA are also presented.
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8. ANALYZER APPLICATION DETAILS

Based on requirements defined in the previous chapter, the “Analyzer Application Details” section focuses on
operational specs and details, the user interface design characteristics and details, functionality and implementation
details of the on-demand log file loading, session processing and visualization of results. Streaming daemon
functionality is presented and a description of the NRT log file loading process, that updates the database of the
LFA in near real time. The Web Application Server and the database of the LFA are also presented here.

8.1. OPERATING ENVIRONMENT SPECIFICATIONS

A primary requirement for a software system is capability for simple installation, configuration and usage. Flexible
supportand quick modificationsand customizing are also very important. All these goals can be achieved by developing
in a widely accepted and portable multi-platform language. Porting parts or the entire application to any operational
environment becomes easier without the need of maintaining multiple versions of the source code or owing and buying
different hardware and operating platforms. Although the number of existing operating systems is in the range of a few
hundred, standard and widely used operational environment platforms that dominate the computing systems today are
reduced to mainly Unix and GNU-Linux flavors, mac-OS and Microsoft Windows. Of course, several additional Unix
derivatives, like Raspbian for the Raspberry PI, Android and iOS operating systems used on mobile devices are being
widely used as well and they happen to be very useful for supporting the necessary components of any modern analyzer.
Since all the above environments support their individual Java Virtual Machines, it pays off to base the development
on the Java programming language environment.

The analyzer application is written in 100% Java. The Java Development Kit is free, and so is the Java Runtime
Environment. In addition to that, the language is object oriented, extremely versatile, very feature reach, well
documented and supported. The fact that new releases of the language are under development by adding state of the art
features offers the advantage of keeping the language alive for the foreseeable feature. The graphical development
environment not only includes all necessary widgets and components but allows the programmer to easily customize

and extend them as necessary.
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The Analyzer is a complex software system, comprised of a desktop application for general management and
visualizations, a variable number of headless processes running on local and remote servers and web-based interfaces

for remote access and near real time information.

The complete On-Demand and Near Real Time Extended Hybrid and Social Media application is developed with
NetBeans in Java 1.8, using Swing for the desktop graphical user interface. The visualization of the metrics and results
is based on Jasper Reports. The reports were designed with the TIBCO JasperSoft Studio. The DBMS used is MySQL
Community Server version 5.7.23.

The Web Application components were developed with GWT and the Eclipse Helios integrated development

environment.

The producer and consumer daemons were also implemented in Java, based on RabbitMQ, which is written in Erlang
and sits on top of an AMQP implementation.

8.2. APPLICATION PERSPECTIVE

The basic characteristic that will assure perspective of the life and acceptance of any application running in a fuzzy,
permanently changing and challenging environment like the one we face in the Analytics arena, is design and
architecture that facilitates adaptability. Modular design allows ease of modifications and functionality additions. As
the capabilities, functions and scope of the underlying software substructure used, including Operating Systems and
Web Serversimprove the Analytics Application must be able to adapt to these improvements, so that the application
can face the constant evolution and collect and process data from all new popular data sources and applications, leading

to better results, conclusions and information.

Itis not only the constellation of popular applications and their usage mix that changes constantly. Also, the details of
the underlying application foundations evolve as well. A simple example is the access log file valve of the web server,
which evolves as well. The evolution is slight but decisive and every new release of the Apache Tomcat Web Server
provides a richer set of details. To profit from the additional information, it is always of benefit to upgrade to the latest
version and use the newest features by extending its pattern so that it generates the new tokens to the log file. This
change leadsto a modified regular expression that will be needed for the parsing of the new dataand additional attributes
of the database table that will store the additional information. Because of this change, the GUI and data handling
programs and the visualization applications will need to be adapted. In a sanely designed modular Analyzer application
these changes can be performed within a few hours and without risking data loss and erratic behavior. This is achieved
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partly because of the simplicity of the software architecture and partly due to well selected development tools that make

the entire work-flow frictionless.

8.3. USER INTERFACE

The user interface of the application is as intuitive as can be, designed and implemented according to contemporary
standards. The Swing package is the base foundation. The UML class diagram in Figure 27 shows the basic component

classes and interfaces that are inherited in each dialog [60].

The dialog Sites implements the interface Record. It has one SitesToolBar which is a subclass of the ToolBarPanel, a
subclass of the JPanel containing a JToolBar and having 13 JButtons that allow insertion, deletion, updating and

navigation and search. This is the design of almost all Dialogs used to process data.

Swing
JPanel JBution JDialog
<<|nterface~>
13 Record
ToolBarPanel :sDatazFE:ni{}{}
h #inser()
+delete()
Ja +modify ()

+fixB uttons ()

SitesToolBar

FIGURE 27: CLASS DIAGRAM FOR DIALOGS
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The components of the class diagram above are used in most dialog windows. A sample dialog and the main components
can be seen in Figure 28:

1. The Toolbar with navigational and processing buttons: First, Previous, Next, Last, Add, Cancel, OK,
Modify, Reload, Find, Duplicate, Show all in a table.

2. Checkbox for defining whether the site has a rotatable logfile type or not.
3. Location of the applications, necessary for finding the configurations XML files and the log files.

4. Selection of products basic information for Type 2 Analyzers, used for loading the products of the e-shop
to the analyzer database.

5. The database table name where the products are.
6. Name of the e-shop database

7. Connection String
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hitp:ifaivalisco.ddns.net:8780/konakart
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Chlsers\costiiappsiKonakart 4

jdbc:mysglflocalhost 3306/kk5502%zeroDateTimeBehavior=convertTaMull

o2 6
-
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.

Demao e-shop for testing purposes.

FIGURE 28: SITES DIALOG
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8.4. FUNCTIONALITY

The Analyzer application is completely independent of the location of any e-commerce web site it scrutinizes. It must
be able to process data and log files from multiple web sites, running on multiple servers and often having remote
database servers running on different machines. The Analyzer must facilitate all these various locations and possess the
ability to download the needed log files from the server to the local disk to process them and extract and load the data
into the LFA DBMS.

Either the web server and application operational characteristicsfile, located for example if the server is Apache Tomcat,
in the conf/server.xml file must be accessible to the web server, or the contents of this file should be known to LFA
and stored in the appropriate database. On top of that, if the operators of the e-commerce site to be evaluated allow by
giving the Analyzer privileges of modifying the server.xml file and the ability of restarting the web server, this would
ease the entire procedure of setting up and configuring the information generation and extraction by eliminating the
need of communication among administrators and by automating these modifications.

8.5. MAIN FRAME AND MAIN MENU

¥ LogAnalyzer 15.2 = X

File ESEIERIGICEEGTE Tools Evaluation Print Help

Batch Processing
Transaction Details
Session Details

FIGURE 29: MAIN FRAME OF THE LFA
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The main menu is used for navigating to the components described above. The menu-bar contains a File menu, a Data
Processing Menu, a Tools Menu that is used for setting up the environment of the applications, the Evaluation menu is
used for data visualizations and statistics. The Print selection generates reports.

The basic components are:
1. ALog file Reader for loading log files:
= Non-Rotatable Tool and
= Rotatable Tool
2. E-Shop data Reader

3. Visualization Tools

8.6. LOGFILE LOADING

The primary function for any Analyzer application is loading data from logfiles. The first node of the hierarchical
functional diagram of Figure 16, is dedicated to logfile loading. Logfile analyzers and visualization systems need data.

¥ LogAnalyzer 15.2

=18 Data Processing Tools Evaluatio

Open Single Loagfile

Rotatable Logfile Loader
Exit

FIGURE 30: LOGFILE LOADERS

108



Beside the two loaders described in the next two sections, we will use a more convenient automated method of dealing

with data, which is using data streaming. Data streaming allows data to arrive to the LFA within fractions of seconds

after their generation.

8.7.SINGLE LOGFILE LOADER

For opening and processing a single logfile, a file chooser window widget is opened that allows defining the location

of the log file in the file system (Figure 31):

1.
2.

Open file-chooser dialog, so the user can select the single file.

The data batch name can be entered here. The batch name is used in order to group all the lines of this run
in the analyzer database together. The default value generated by the system is the timestamp during
selection. This value can be modified or enhanced to something more characteristic.

This combo box relates the read data to the e-commerce site. The logfile must be correlated to a specific
pre-configured e-shop, since the application can deal with multiple e-shops and sites at the same size.

The web server type.

It is possible to define date ranges by choosing from- and/or to-dates. This selection allows reducing the
size of the batch to be loaded. The feature is necessary for reducing lines in huge multi-day non-rotatable

logfiles.
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¥ Open Single Logfile >

Logfile Mame
s 1
Diata Batch Mame 201910729 22:30:50 +0200 i/
E-shopName | kKS502 B \E_,
Server Type Tmcat ij
From 4| = 5
To I = \\\_F/
| Transfer | | Close |
0% I

FIGURE 31: SINGLE LOG FILE LOADER

Once the transfer button is pressed the logfile lines are parsed and loaded to the database. The set of linesis at a later
phase traceable by the batch name, either the timestamp which is the default name generated by the system or some

string.

Any batch can be further processed by the Batch Analyzer in Figure 33.

1. Batch chooser
2. Number of logfile lines
3. Bots may be processed

8.8. ROTATABLE MULTI LOGFILE LOAD

The system allows multiple logfiles to load in one session. Since this procedure is started on demand the data drives the
algorithm automatically to the right directory for each e-commerce site, displays a list of all unloaded logfiles and

allows to import the ones that must be loaded (Figure 32).
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¥ Rotatable Logfile Loader *
Shop  |KkK5502 v
Logfile
r “
Rotatable
Pref kk5502_access. 2
"‘-..,_\_\_\_'__/
Postfix log
- CiUsers\costiapps\Konakart 3-
Location ;
‘\_\_\_'_’__
Dateformat yyyy-Mi-dd
Directory Wlogs
Logfiles Logfile Name | Date | Import |
kk5502_access. 2018-10-10.1og 2018-10-10 4 (] |.L
kk5502_access 2018-10-11 lag 2018-10-11 (]
kk5502_access.2018-10-12 log 2018-10-12
kk5502_access.2018-10-13.log 2018-10-13 Q
kk5502_access 2018-10-29 lag 2018-10-29 ]
kkERN? arroce FN12.11.00 lnn 2N18_11.00 1 |'
| SelectAll | | UnselectAll | | Load Selected Logfiles | \\5_/ Close

FIGURE 32: ROTATABLE LOGFILE LOADER

The combo box allows selecting the appropriate e-shop among the sites supported.
Displays the prefix, the date and the postfix of the logfile is known.

The location is defined in the site-settings.
The so far unloaded log files are displayed in the table. The user can check which ones to load.

o > 0N e

Loading begins after pressing the “Load Selected Logfiles” button.

8.9. LOGFILE LOADING PROCESS

As seen above so far, the logfile can be either non-rotatable or rotatable. Non-rotatable files can become very large
since they contain data from many days of operation. Rotatable files are usually smaller but many. Loading of log file
content is activated only on demand. The “Open Single Logfile” loader selection of the “File” menu can as well be used
in order to generate batches of rotatable file contents if necessary, store them to the applications database and make

them available for inspection and visualizations.
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The contents of the access logfile depend on the settings used in the configuration file. In case of an Apache Tomcat
web server this is the “config/server.xml” file. Our sample application is served by Tomcat, using the following pattern:

'%a %A %b %B %h %l %om %p %q %u %t '%r* %s %oU %D %S "%{User-Agent}i'* "% {Referer}i'*"

Using the pattern above leads to the form of the logfile, as the one seen in Text Box 2. It is generally better to avoid
frequent changes of the configuration pattern, especially after the web application system is in production. Changes to
the pattern will subsequently generate changes to logfile and will need alterations of the database and the software in
order to allow maintaining consistency with previous data. Another good practice would be to add columns for all
possible options to the database table, even for ones that are not used and allow Null values for them. This way they
can be added at a later phase, leaving the schema of this large database table unmodified.

The loading procedure is basically designed around a while not-end-of-file statement, reading the regular semi
structured log file, which a text file, from its specific location, that has a specified name and a format defined by the
pattern. Each line must be parsed individually, and all the collected fields must be prepared for storing to a database

row one after the other.

There are two ways of parsing the details:
1. Using String methods
2. Using Regular Expressions

Both class libraries are included in the standard Java development Kit. Using regular expressions is a more elegant
method, because the whole complexity is resolved by applying just a single expression. The data components are of
variable size and some of them include an undefined number of white spaces. The following regular expression pattern
allows parsing the log file with pattern applied for our paradigm:

SN I+ INd:]+)  (\S+) (\S+) (\S+) (\S+) (\S+) (\S+) ([\d]l+) [a-zA-Z6-9_
I*(NS+) [-170 I?P\LCI\w: /71+\s[+\-1\d{4})\] \" (.+?)\" (\d{3}) (\S+) ([\d]+)
(\S+) "(.+?2)\" "(.+7)\"
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Each pattern generates a different type of information in each line and thus needs a specific regular expression in order
to match and extract the groups of data.

As an example, the following line is parsed into the following groups:

94.66.56.170 127.0.1.1 23730 23730 94.66.56.170 - GET 8780
?catId=2&prodsFound=-1&category=Software - [24/0ct/2019:19:16:54 +0300] "GET
/konakart/SelectCat.do?catId=2&prodsFound=-1&category=Software HTTP/1.1" 200
/konakart/SelectCat.do 35 CE9496EB17C260F5AD552FBF13CB2771 "Mozilla/5.0 (X11;
Ubuntu; Linux x86 64; rv:69.0) Gecko/20100101 Firefox/69.0"
"http://datalab.stef.teicrete.gr:8780/konakart/SelectCat.do?catId=1&prodsFound
=-1&category=Hardware"

This line starts at byte 36628 in the logfile and is 451 bytes long.

The parser splits the line into the following 17 groups:

Group 1: 94.66.56.170 (12 characters)

Group 2: 127.0.1.1 (9 characters)

Group 3: 23730 (5 characters)

Group 4: 23730 (5 characters)

Group 5: 94.66.56.170 (12 characters)

Group 6: - (1 character)

Group 7: GET (3 characters)

Group 8: 8780 (4 characters)

Group 9: ?catld=2&prodsFound=-1&category=Software (40 characters)

Group 10: 24/0c¢t/2019:19:16:54 +0300 (26 characters)

Group 11: GET /konakart/SelectCat.do?catld=2&prodsFound=-1&category=Software HTTP/1.1
(75 characters)
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Group 12:
Group 13:
Group 14:
Group 15:

Group 16:

Group 17:

200 (3 characters)
/konakart/SelectCat.do (22 characters)
35 (2 characters)

CE9496EB17C260F5AD552FBF13CB2771 (32 characters)

Mozilla/5.0 (X11; Ubuntu; Linux x86_64; rv:69.0) Gecko/20100101 Firefox/69.0
(76 characters)

http://datalab.stef.teicrete.gr:8780/konakart/SelectCat.do?catld=1&prodsFound=-
1&category=Hardware (98 characters)

The extracted data, except the date in group 10, is completely ready for storage to the database.

The first group, ~([\d.]+| [\d:]1+) deals with both IPv4 and IPv6 addresses.

Following code snippet shows how regular Expressions are used in Java:
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String logEntryPattern = "~([\\d.Il+|[\\d:]+) (\\S+) (\\S+) (\\S+) (\\S+)

(\\S+) (\\S+) ([\\d]+)
NN CH2NNY (\\d{3})

[a-zA-Z0-9  T*(\\S+) [-17[ I?\\NLCD\N\w:/TR\\s [+\\-]\\d{4})\\]
(\N\S+) (INNAI+)  (AN\SH) A" C+2)NNNT N C+2) NN\

Pattern p = Pattern.compile(logEntryPattern);

try {

myFile = new FileReader (LOGFILE NAME);
buff = new BufferedReader (myFile);

Matcher matcher;

while (true) {

String

line = buff.readLine();

if (line == null)
break;

matcher

= p.matcher(line);

if (!matcher.matches()) {
System.err.println(line + matcher.toString());
return;

}
try {

rs.

rs.
rs.

rs.

rs.

moveToInsertRow() ;

updateString ("aRemoteIPAddress", matcher.group(1l
)

)
updateString ("ALocalIPAddress", matcher.group(2));

)
)
updateString("SUserSessionID", matcher.group(15));

insertRow();

} catch (SQLException e) {

}

The regular expression is compiled only once, before use. After the compile we have a Pattern object p. Then the pattern

is checked for matches for each line. If the pattern matches, it returns 18 groups of data. Group (0) includes the entire

unparsed line. In this example, group(15) returns the user session-1D number, returned by the %S code of the pattern.
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8.10. BATCH PROCESSING

The uploaded lines loaded to the LFA tables are stored in “batches”. Each batch has a name. The default batch name is
a date-timestamp proposed by the system at load time. The user is free to rename the batch. Batches are used in order
to group log file entries together and in order to split the relatively high number of rows into more manageable chunks

of data. Figure 33 shows such a batch.

¥ Batch Analyzer et
Batches
T | 2018/10/10 All Day v 1
£ Shop Kk5502 B
Rows 415 2
First Line Time 2018-10-10 001920
LastLine Time 2018-10-10 23:44:19
( Delete Batch ]
[ Process Bots ] 3

[ Interrupt Processing... J

Close

FIGURE 33: BATCH PROCESSING

1. The batch name combo box for selecting batches. E-Shop is the name of the site which owns the batch.

The raw number of rows of the batch.
3. Pressing Process Bots, searches the line for known bots. Known bots are recognized through their bot string.

The bot strings are stored in the LFA database and the search is relatively slow, since it is done by checking
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the visitor IP-addresses for with use for known spiders and bots from the maintained database table (Figure

34).

4. The progress bar shows the progress of loading.

Each batch can also be used in order to delete entire named groups of logfile entries that are not need any further from

the database. Batches that are used for testing purposes for example can easily be eliminated after the test they are

loaded for is concluded.

201 spiderbot SpiderBot

202 spiderline Spiderline Crawler
203 spiderman SpiderMan

204 spidenview SpiderView(tm)

205 spry Spry Wizard Robot
206 ssearcher Site Searcher

207 suke Suke

208 suntek suntek search engine
209 sven Sven

210 tach_bw TACH Black Widow
211 tarantula Tarantula

212 tarspider tarspider

213 techbot TechBOT

214 templetan Templeton

215 teama_agentt TeomaTechnologies

FIGURE 34: EXTRACT FROM THE BOT AND SPIDER DATABASE

The Transaction Details Dialog allows viewing every individual detail line that belongs to every batch. The sorting
sequence is defined by their physical sequence, as they are generated by the web server. The navigation buttons of the
toolbox allow moving from one row entry to the next of previous within this batch and jumping to the first or last row.
All line details parsed from the original logfile are displayed in the fields depicted by the selected valve pattern. This
application does not allow deletion or modification of the data, since the database must reflect the true contents of the

logfile.
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#‘ Transaction Details
HA PN/ —FPOBS

1 ! 28985 . 2
S #
Transaction Details ol
Batch [ Automatically generated F 1
e
2018/05/18 15:36:00 +0300 A e
E-Shop

20181010 01:06:38 +0300
01-%a Remaote IP ad| 201811010 All Day Hostname
2018M0/22 23:50:09 +0300

R RTINS i E Automatically generated

Automatically generated ERG3

First Class...

kk5502 v

03 - %b Bytes sent, ey

04 - %B Bytes sent, ey

05 - %h Remote host name or IP 193.92 241175

06 - %H Request protocol

07 - %! Remote logical username - -

FIGURE 35: SELECTING A BATCH

The Transactions Dialog (Figure 35) starts with a combo box (1), that allows choosing among the named batches. The
total number of rows and the current row are displayed (2) here. After the selection the total row number of the batch
is updated. Every new selection sets always at start row 1 as current.

The important information here, isthe %S entry seen in Figure 36 at pointer 3. The session-1D is generated automatically
by the web server and can be used for uniquely identifying the user session. The session-1D will be used to allow
selecting and grouping all the lines and actions that were generated during the entire specific user session. The line is

time stamped and the “Hostname” button (4) can be activated in order to check the origin of the visitor.
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'ﬁ Transaction Details

4PNy — P2 ES
1 ! 415 2
\_/'

Transaction Details

Balch | 2018110110 A1l Day ) ‘\\1/

E-Shop kkh&0Z
01 - %a Remote IP address §2.1.183.58 Hostname \i/
02 - %A Local IP address G2.1.183.58

03 - %b Bytes sent, excl. HTTP he... 39520

04 - %B Bytes sent, excl. HTTP head 39520

05 - %h Remote host name or IP £2.1.183.58
06 - %H Request protocol

07 - %l Remote logical username - -

08 - %m Regquest method GET

09 - %p Local port 8780

10 - %q Query string

11 - %r Firstline ofthe request "GET/konakatWelcome doHTTRM.1”

12 - %s Status code of request 200

13- %S User session 1D 6734C03CE5F301B9AZFABC2C3FIE37CE \\3_/
14 - %t Date and time 2018-10-10 00:19:20

FIGURE 36: SEARCHING FOR SESSION-IDs

In line 13 of the Transaction Details dialog is the “%S User Session ID” (3) displayed. For this example, we see the
6734C03C65F301B9A2FAG6C2C3F9637CB Session 1D in the middle of the Details Dialog. Usually remembering the
3 or 4 first digits of this 32-digit hexadecimal number is enough to accurately identify the session and consequently
analyze the entirety of the steps and the behavior of this visitor.
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—

11

“GET/konakartWWelcome.doHTTR/M1.1"

6734C03CE5F301B9AZFABC2CIFI637CEB

2018-10-10 00:19:20

IkonakartWelcome.do

Mozilla/5.0 (Windows NT 10.0; Win64; x64; v652.0) Gecko/20100101 Firefox/é2.0 -

hitp:ifaivalisco.ddns.net 8780/konakart/SelectCat. do?catld=1&prodsFound=-1&category=Hardware

FIGURE 37: HOSTNAME OF REMOTE ADDRESS

We can see immediately in Figure 37:
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That this session was started from a computer hosted by a dynamic IP from Forthnet S.A. in Greece.
There were 39529 bytes sent.

It was a GET request.

The IP-port where the application runs is 8780.

The status of the request was successful (200).

The specific session-1D.

The timestamp that shows that this request was made at 00:19:20 on October 10t, 2018
“Welcome.do” is the first page of the e-shop

© ©® N o 0k~ wbdhPE

It took 1371 milliseconds to process the request.

10. The visitor uses a Windows 10 machine and visited with a Firefox 62.0 browser.

8.11. SESSION PROCESSING

The access logfile is read sequentially and each parsed line of the batch is stored in the data base table. The physical
sequence of every line is defined according to its timestamp. This means we end up having lines of multiple sessions
mixed that are being transferred one after the other to the database of the analyzer. Sessions need to be identified as
sequences of steps. As stated above session-1Ds are random 32-digit hexadecimal numbers. Remembering a few of the
first digits, for example if we remember 6734 and the e-shop code that served this session, which is ‘kk5502’ we can
isolate all steps of the session in the Session Details application of the Analyzer. By default, the Session Details
application displays the first line of the first e-shop session. The two combo boxes are used to locate the session we

want in Figure 38, pointer 1 and 2:

¥ Session Analyzer
N4 PN 2L/~ L2,O0ES

Session Detail Lines

E-Shop 1 - | greenpost.gr q
Session _2 P |- 7]
Batch - 2010/09/28 15:44:18 +0300

01 - %a Remote IP address 193.92.82.206

FIGURE 38: FINDING THE SESSION
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We choose “kk5502” for the e-commerce site we are interested in at the first combo box (Figure 39) (pointer 1) and the
session starting with “6734” in the session selection combo box (pointer 2). This simple procedure restricts the
application selection to isolate just the lines of the wanted session. The 6743... session of this example consists of only
23 lines. The navigation buttons allow access only to these steps, from the first one to the last that belong to the same

session.

The CBMG button (step 3) generates a Customer Behavior Model Graph for this short session.

E-Shop 1 | kk5502 | | CBMGcompound |
Session - n | CBMG for session J 3

| GETFAEEFADDEIS3BE00EBOBBEDE3AS & e
Batch 1

GEAE14AEDE99B65 1160938 29A60981
GEED4ZE02DD0O4013YFABBE1804BBEY

01 - %a Remote IP addres
2 G734C03CEBF301B9AZFABC2CIFAGE3T

02 - %A Local IP address 674EA33D3F8B6F23076578B39589890
67DB5ES76FB53D700650E2D30D9EER
03 - %D Bytes sent, excl. HTTF head or- | 57E3748FD242F242901F2BAICS16EE

E.‘-"FCEEIEEIEE139F3F54CEIEEDEBEDCQ4=
04 - %8B Bytes sent, excl. HTTP head o

05 - %h Remote host name or IP 127.0.01

FIGURE 39: SESSION FOUND

We can navigate among the log file lines and see that the whole session stops after selecting a category. The session
CBMG generated by the analyzer is connecting only two nodes (Figure 40).
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| £ kk5502 6734C03CH5F301BSA2FABC2C3FI637CE *

3:Select Product

14:Checkout Confirmation Submit 9:Checkout Delivery

1:Add Product To Cart

2Login 12:Add to Cart & Submit

11:Welcome Page

| savelmage | | Close |

FIGURE 40: CBMG FOR A SESSION

We can see here that the visitor in this session did only select a category and left without even choosing a product. The
CBMG application allows manipulation to provide better readability. Nodes can be selected and rearranged so that the
final image can be viewed better and saved for further study. The title of the window includes the e-shop name and the
specific session it displays.
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3:5elect Product

14:.Checkout Confirmation Submit 9:Checkout Delivery

10:5elect Category

ZLogln

11:Welcome Page

1:Add Product To Cart

12:Add to Cart & Submit

FIGURE 41: MANIPULATING NODES

O— . S0}

11:Welcome Page

10:5elect Category

FIGURE 42: SESSION 6734...

These three lines, out of the 23 of this session, from logfile of this batch that generated this CBMG:

[10/0ct/2018:00:19:20 +0300]
[10/0ct/2018:00:19:26 +0300]
[10/0ct/2018:00:19:26 +0300]

"GET /konakart/Welcome.do HTTP/1.1" 200
"GET /konakart/SelectCat.do?catId=1 HTTP/1.1" 302
"GET /konakart/SelectCat.do?catId=1&prodsFound=-

1&category=Hardware HTTP/1.1" 200
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The transition matrix upon which the graph of session 6734 was based is a standard two state transition matrix:

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1.0]|0 0 0
0 0 0 0 10|0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

The CBMG Compound button shown, generates a compound CBMG graph (Figure 43), visualizing the graph for all
sessions of the e-shop.

We can manipulate the necessary nodes to enhance readability of this cluttered graph (Figure 44). Still JUNG2, the
graphics library upon which the graph is based is fast but cannot deal very well with huge numbers of nodes and edges.

| k3302 null X

14:Checkout Confirmation Submit

3:8elect Product

Save Image | | Close |

FIGURE 43: ComPOUND CBMG
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| £ kk5502 null

10:5elect Category

2Login

3:5elect Product

Save Image Close

FIGURE 44: MANIPULATING NODES

The nodes represent actions like Category Selection, Logging Into the system, Selecting a Product etc. The user can
select which nodes to include to the graph at any time. This is done by a node manipulation application in the Tools
Menu. There are multiple actions that need to be analyzed. The sample e-commerce application is developed under the
Struts2 framework. The actions are stored in an actions table in the database of the analyzer. Whether they must appear
as nodes of the CBMG or not is user defined. If the checkbox (1) in Figure 45 is checked, then the action generates a
node in the graph and participates in the computations that form the transition matrix.
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¥ Struts Actions x
45 RS/ — 20

Struts Actions
Code 1
Action AddToCartFromProdld.do
Description ' Add Product To Cart
Comments

.\'1/ [+] Include in Graph

. Close |

FIGURE 45: STRUTS ACTIONS

Four session examples, with their detailed activities listed, the CBMG as generated by the LFA, the details manipulated
in order to make the figures clearer visible and finally the transition matrices that produce are following:
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Session Example 1

Activity Chain: visit homepage — select category — choose product — select category — choose product

CBMG:
. 14:Checkout Confirmation Submit
12:Add to Cart & Submit 9:Checkout Delivery
2:Llog In 1:Add Product To Cart
3:Select Product 5 10:Select Category
11:Welcome Page
CBMG Detail:

3:Select Product

11:Welcome Page

Transition Matrix:

0 0 0 0 0 0 o O
0 0 0 0 0 0 00 O
0 0| 0.67 0 0.33 0 o O
0 0 0 0 0 0 o O
0 0 0.5 0 05 0 o O
0 0 0 0 1.0 0 o O
0 0 0 0 0 0 o O
0 0 0 0 0 0 o O
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Session Example 2

Activity Chain: visit homepage — select category — choose product — select category —choose product — Visit
homepage

CBMG:

© @ kk5502 8EDSFFCEE3933CE4D2448186D3944EB7

14:checkout Confirmation Submit

12:Add to Cart & Submit 2:login
:Checkout Delivery 3:Select Product

10:Select Category 11:Welcome Page

1:Add Product To Cart

CBMG Detail:

10:Select Categoly 3:Select Product

11:Welcome Page

Transition Matrix:

0| O 0l O 0 0| 0f O
0| O 0l O 0 0| 0f O
0| O 05| 0025 025 0| O
0| O 0l O 0 0| 0f O
0| O 05| 0| 05 0| 0f O
0| O 0| 0 1.0 0| 0f O
0| O 0l O 0 0| 0f O
0| O 0l O 0 0| 0f O
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Session Example 3

Activity Chain: visit homepage — select category — select category — choose product — add to cart

0 kk5502 0957C591B96F4FBFAC922FBCE66A1FF2
. 11:Welcome Page
:Checkout Confirmation Subdniédd Product To Cart
0:Select Category 9:Checkout Delivery
& Submit 2:Log In
3:Select Product
CBMG Detail:

3:Select Product

10:5elect Category

11:Welcome Page

12:Add to Cart & Submit

Transition Matrix:

0] O 0| O 0| 0| 0 O
0] O 0| O 0| 0| 0| O
0| 0] 05 0 0] 0]05 0
0] O 0| O 0| 0| 0| O
0| 0]0.25 01]0.75 0| 0| O
0] O 0| 0| 10 Of O] O
0] O 0| O 0| 0| 0| O
0] O 0| O 0| 0| 0 O
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Session Example 4

Activity Chain: visit homepage — select category — select category — choose product — add to cart — select
category — choose product — add to cart — checkout — confirm purchase — logout

o kk5502 45C09A156B9CDC0O88FBA2320188BEC29
g5y grshe out Delivery
Sect Product 14:Checkout Confirmation Submit
1:Add Product To Cart
11:Welcome Page
10:Select Category
CBMG Detail:

TR 14:Checkout Confirmation Submit

12:Add to Cart & Submit

11:Welcome Page

[3
3:Select Product
Transition Matrix:

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0| 05 0 0 0| 05 0
0 0 0 0 0 0 0| 1.0
0 01]0.33 0| 0.67 0 0 0
0 0 0 0 1.0 0 0 0
0 0 0| 05| 05 0 0 0
0 0 0 0 0 0 0
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8.12. STREAMING AND DAEMONS

Streaming supports the information transportation from source to consumer. The data source is usually the web server,
or the database server and consumer is the Analyzer application. Reason for streaming is the need to transfer either the
contents of the logfile or specific information, generated by database triggers, needed by the analyzer and the
presentation tools. Streaming is achieved through queue producer and queue consumer pairs, running as daemon

processes on both systems.

Logfile loading for the on-demand analyzer takes place only when the user decides to run the loader applications. The
two logfile loading tools, discussed in two previous sections of this chapter, can handle both single and multiple
rotatable logfiles. The single logfile loader can either open a specific logfile or support the multiple selections from a
rotatable file-chooser widget. Either way, the user is responsible for activating the loading procedure before new data
can be used. Also, the amount of data loaded every time the loaders are activated can be large, since the loading periods

may not be very frequent.

It is more convenient to automate the loading procedure to take place in near real time. Each time we have a logfile
append, the delta should be collected, serialized and sent to the analyzer. This can be achieved by installing the
appropriate queuing daemon processes on the sending and the receiving nodes. Daemon processes are programs running
in the background that respond to specific events or run at predefined times. All operating systems have daemon
processes for serving various needs, like printer-spooler daemons, mail daemons, web server daemons etc. Daemons

are also called services in Microsoft Windows. Some daemons can be started at boot time, other via scripts or manually.

The sending daemonis the “producer” and the receiving daemon the “consumer”. Producer and consumer communicate
via at least one specified TCP/IP port. When the system where the analyzer resides starts running the consumer, a
connection with the producer is established and a dequeuing procedure starts. If the producer is empty the two systems
are synchronized and waiting. If the producer has queued data before the consumer connected the packaged data is
dequeued and loaded. If the queue is emptied the systems wait. The received information is parsed and stored to the

database of the LFA as soon as the consumer receives it.

We use a message broker for the implementation of the queueing mechanism. The wire-level mechanism that is
basically based upon sockets and ‘sits’ on top of the Advanced Message Queuing Protocol, or AMQP is RabbitMQ.
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. Create " Message!

w m
Publish
message

RabbitMQ

FIGURE 46: RABBITMQ MESSAGE FLow

Figure 4628 shows how messages flow in RabbitMQ. The producer ‘knows’ where the logfile is and opens it for reading
as a RandomAccessFile. It constantly reads a line, converts the line to bytes, queues the bytes and publishes them to

the open channel as a message and waits for new data.

If the access logfile is rotatable every day, the producer checks for the new generated logfile right after the day changes.

28 Manning RabbitMQ in Action Distributed Messaging for Everyone Alvaro Videla, Jason J.W. Williams May 2012
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The consumer opensa database connection to the database of the LFA, consumes the data from the body of the delivery,
converts the bytes back to String, parses the information, stores it to the database and waits for the next delivery.

This way, even when the LFA is not running, if the consumer is up, the database is getting permanently updated. No
data is lost, and it is no longer necessary to ever load logfiles manually.

While logfile appends trigger the producer to send data via the AMQP queuing mechanism, other sources of data send
information through the queuing system in parallel. The source data is generated by triggers at the database level. We
saw above that Rich Internet Application with heavy Ajax support do not generate detailed access logfiles that can be
analyzed the way traditional access logfiles can. Tagging analyzers can remedy the situation, but in order to be able to
avoid the shortcomings of tagging systems and have in house metricsas well, we generate the necessary dataand stream
it to the LFA (Figure 20), (Figure 21), (Figure 22).

The NRT logfile feed procedure UML activity diagram of Figure 47 shows the steps involved for an automated
perpetual logfile feed. 1. While the user interacts with the e-shop (1) the web server registers (1.1) the interaction data
to the logfile. The Producer polls for logfile deltas (2), fetches and enqueues them (3). The consumer polls the queue
and dequeues the data (4), transforms it and loads to the Database of the LFA (5).

Web Server Logfile Producer Consumer LFA
Database

[
US€ 1. |nteract with e-shop |

I
|
|
|
|
|

2: Poll
|

1.1: Register

3: Enqueue

N

<

4: Dequeue
|

5: Transform & Load

ey ]

FIGURE 47: LOGFILE DELTAS POLING
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The Database of the LFA is almost immediately updated with fresh access data, ready for processing and visualizing.

8.13. VISUALIZATION

The visualization systems of the application generate reports, graphics, interactive graphics, the customer behavior
model graph, and GWT graphics.

The generation of customizable reports and export of formatted results and information from the LFA is based on
JasperSoft Studio. JasperSoft Studio is the evolution of the JasperReports library, written by Teodor Danciu in 2001
and the iReport Designer visual editor, written by Giulio Toffoli in 20042° [61]. The interface of the Integrated
Development Environment of the system is based on Eclipse and allows interactive generation of reports. All necessary
design details of each report are contained in a single XML file, produced by the system. These XML files could also
be written by hand, with just the use of a simple text editor, but JasperSoft Studio generates them interactively and
automatically while the user manipulates visually the document and their structure is quite complicated. JasperReports
has defined its own XML-based markup language called JasperReports XML [62]. The generated XML files have the
“JRXML” extension and they include all formatting instructions, parameters, including the SQL query in order to fetch
the necessary data from the database, the fields used and their visual characteristics. A wizard interface allows the user
to use the “dataset and query’ dialog (Figure 48), for writing the SQL select statement in order to fetch the necessary
data for each report.

29 https://www.jaspersoft.com/company
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FIGURE 48: DATABASE AND QUERY DIALOG

The fields involved in the query can be read, parameters can be defined, and data can be previewed in order to check

the results that will be transferred to the report.

JasperSoft Studio offers a graphical user interface with drag and drop widget-capabilities for designing reports. It is a
multipurpose tool that can deal with many types of input, including XML and JSON files, Excel files and has database
support for most database management systems, including MySQL and Hive for Big Data applications. In terms of
output, it can generate HTML, PDF, XML, ODT, DOCX, as well as many other forms of output, just by choosing the
right option from a combo box.
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TIBCO Software Inc., the company who own the software, offer also an open source community edition of the
application, with slightly reduced functionality compared to the commercial version. This is the version that was used
for the LFA and overs sufficiently all basic reporting needs of the Log File Analyzer.

Basic reports are pre-built into the application and are accessible through the menu bar. The JasperSoft Studio can be
used in order to generate new reports at any time. It is simple to add the corresponding menu items and place them to
the ‘Evaluation’ menu (Figure 49, point 2).

¥ LogAnalyzer 15.2

File Data Processing Tools JREUIENT

Statistics

Access Report
Access Per Product
Daily Access Report
Monthly Access Graph

FIGURE 49: THE EVALUATION IMENU AND ITS MENU ITEMS

The Statistics dialog of Figure 50 computes and displays number of unique sessions, total bytes transferred, bytes per
second and user’s activity times over periods of time for each e-shop. The text area, at the lower section shows the
activity of each product of the e-shop during the selected time period.
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L¥ statistics *

Shop Name [Shopd |']
2110/2009 = an-1%-5a R 3807
03/02/2010 i 170703
Total Unigue Sessions 198
Total Bytes Transfered 14784558 570 bytesisec
Total Seconds Needed 258227
Total Active Time 177.10 min
Average Active Time 7.08 min
73 28 MIN.S.001-Silver R
74 29 MIN.5.G.P.001-Silver Gold Plated
75 30 MIN.G.001 - 18K Gold
SelectProd.do 3
76 31 QU.F.5.015 - Silver
AddToCartFromProdid.do 1
SelectProd.do 4
77 32 QU.F.5.G.P.015 - Silver Gold Plated
AddToCartFromProdid.do 1
SelectProd.do 1
78 33 QU.F.G.015 - Gold
AddToCartFromProdid.do 1
79 34 K.TA.5.005 - Silver
AddTeCartFromProdid.do 2 .

| Calculate Statistics |

FIGURE 50: STATISTICS DIALOG

The menu items of Figure 49 lead to dialogs like the one shown in Figure 51. This dialog is used in order to read the
parameter values that will be passed to the Jasper report that will collect, format and visualize the information. Here the

shop name, action and the from- and to- dates are collected.
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#‘ AccessCounter

Shop Name | kk5502 v

shg Action [SeledCatdo | 'J
From Date 021012018 @

FIGURE 51: AcCEeSS PER PRODUCT DATE SELECTION DIALOG

Figure 52 shows the form with all fields filled in, ready to process the data and generate the report.

-ﬂ- AccessCounter :
Shop Mame [“5502 | ']
- | SelectCatdo =
From Date 02/10/2018 =N
To Date - |
3171012019 &G

[ Process ] [ Close J

FIGURE 52: Access PER PRoDUCT FORM FILLED

The dialog of Figure 53 shows the standard form of visualization results presentation. The generated report can be
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Proaiud Coda Arorisas
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{Ervn-sPui]

B DVDLABG 2{33%) @ DVD-FPRE 2{33%) & MSINFROZ ﬂaﬁ:l

FIGURE 53: Access PER PRODUCT REPORT DIALOG

magnified, viewed and stored or exported in various formats, a few of which can be chosen by the “Files of Type”

combo box of the Save file chooser dialog in Figure 54.
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4. Access Report
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L

Page 1 of 1

FIGURE 54: EXPORT OPTIONS FOR THE REPORT

The designer editor of JasperSoft Studio, in Figure 55, shows the manipulation capabilities of the software package,

along with the Eclipse based WYSIWYG interface. The lower left window consisting of a tree view of all data that will

be inserted into the JRXML file, allows picking variables and fields and dropping them to the appropriate zone in the

top center visualization of the final report. A visual form of the zones is available here.

The pie chart is positioned at the summary zone of the report. The summary zone includes data that appear only one

time, at the end of the report.
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FIGURE 55: JASPERSOFT STUDIO EDITOR

Clicking on the pie chart image of the center window opens the Chart Data Configuration dialog (Figure 56) that allows
defining the characteristics of the pie chart.

A further form of graphical results generated by the LFA is the Customer Behavior Model Graph, like in the one in
Figure 40. The CBMG, as seen above offers some level of interactivity, in the sense that every node can be moved. The
generation of GBMG is based on the JUNG22° library. JUNG is the abbreviation for Java Universal Network Graph
library, which is an open source library facilitating network graph creation.

30 http://jung.sourceforge.net/
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#) Chart Wizard O *

Chart Data Configuration

Configure how data are used by your chart

Series |Pie series (0) V| Izl | Hypellink|
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/
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FiIGURE 56: CHART DATA CONFIGURATION DIALOG

The simplicity of the database design and the dataflows facilitate easy accommodation of any visualization library, like
D3 (Data Driven Documents)3?, written by Michael Bostock and Gephi3? for graphs with almost unlimited number of
nodes and arcs.

31 https://d3js.org/

32 https://gephi.org/
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8.14. WEB APPLICATION

The web interface application for the analyzer is addon software, acting as an interface for external access, informing
about the metrics and status of the hosted ecommerce sites. While the LFA is designed to support multiple ecommerce

sites, the web application supports just one e-shop per instance. It is an autonomous web application, written in Java,
based on the Google Web Toolkit (GWT) that uses the LFA API in order to import data. Web applications only need
read permissions to the database of the LFA and can be physically located anywhere. As shown in Figure 57, the LFA
can deal with more than one ecommerce sites. Several producers and consumers can do the feeding of interaction data

in real time.
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FIGURE 57: WEB SERVER APPLICATIONS TOPOLOGY
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Figure 57 shows the topology of the Analytics Web Application. While the LFA collects operational data from multiple
e-commerce sites, each Web Application provides measurements and metrics just for one e-shop. Multiple web
applications could also run on the same web server, provided they reserve different ports in order to avoid conflicts.

The web application is a rich Internet application based on Google Web Toolkit (GWT). GWT is a toolbox that allows
creating responsive rich Internet web applications with emphasis on the client-side and full integration with the server.

Any GWT application is split in three parts:

e Server part
e Client part and
e Public or Shared.

The entire application is written in Java. While the server part is compiled to bytecode and runs on the local servers
Java Runtime Engine (JRE), the client part of the software, which consists of the user interface, is compiled from Java
into JavaScript. The client’s machine needs no JRE to run it, since JavaScript runs directly on all browsers. The public
part of the software is already in a form that can be deployed to the client upon request. The communication between

server and client is established with asynchronous Remote Procedure Calls (RPCs).

Since every web application of Figure 57 refers to one specific e-commerce site, the URL for the application leads
directly to the metrics for this specific site. The interface of the application is based on a StackLayoutPanel3® with 3
basic Menus: Static, Real Time Analytics and Server Performance. Static Analytics’ Menultems are: Visits History
referring to visit activity graphs for the current day, last week and last month (Figure 58). The graph is generated with
gflot34. Gflot is a GWT wrapper for the JavaScript library Flot®>. This web application version was implemented by

33 http://www.gwtproject.org/javadoc/latest/com/google/gwt/user/client/ui/StackLayoutPanel.html
34 https://github.com/nmorel/gflot

35 http://www.flotcharts.org/
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John C. Aivalis®® as part of the requirements for his Computer Science Bachelors’ degree thesis for the University of
Crete. It is based on the LFA API for fetching data.

A~ Real Time
N J Logfile Analyzer

Static Analytics
This screen provides an overview of the last visits of our shop In a weekly basis with a 30 minute precishon.
Visits History ¥ou can hover on the points of the graph to see the exact date [t represents.
Demographics Showing results for:
Users' system info Last Month | Last Week | Today
Traffic sources 8

B isitor activity for the past week
7 L

: : I
Oct 21 Oct 23 Oct 23 Oct 24 Od 25 Ocl 28 Ocl 27

Real time Analytics
Server Performance

FIGURE 58: USER INTERFACE OF THE WEB APPLICATION

Figure 59 shows the geographical location of the visitors of the e-commerce site. The country approximation is found
by the getting the canonical hostname of the IP address (java.net.InetAddress). The map is generated with the use
of the GWT Visualization and GeoMap.

36 johnaivalis@gmail.com
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ZA~ Real Time
\/ Logfile Analyzer

vStatIc Analytics Demographic Information about the visitors of our shop. Where thelr requests originate from, as well as their preference In language of the site.
Visits History You can hover on the map below to get exact visits by country.
Demographics
Users' system Info
Traffic sources
Showing resuits for:
‘Last Month | Last Week | Today
Cou;w-y code  #of visits
ES 1
v GB 1
GR 108
NL 1
NZ 1
us 5
1 L [ [ PO
'Real time Analytics
'Server Performance

FIGURE 59: DEMOGRAPHIC INFORMATION ABOOUT VISITOR LOCATION

Figure 60 shows the users system information displaying client environment information generated by activating the
agent string of the access log file. We get Monthly, Weekly and Daily statistical measurements. The implementation is

done with GWT Visualization and pie charts.
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Mobile Safari
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Windows 7 7
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W Chrome
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FIGURE 60: SYSTEM INFORMATION

Next selection, ‘Traffic Sources’ shows referrers and number of visitors (Figure 61).
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\_/ Logfile Analyzer

Static Analytics
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Visits Hist
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Users’ system info These are your referer sites with the number of hits that criginate from of them.
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Site Number of Hits
hittp:/iczproxy .euw 1
hitp:/iwww. tumblr.com/new/link 1

hitpe/iwww . wischools. com/himlitryit_view asp?x=0.33244300830479324 1

Real time Analytics
Server Performance

FIGURE 61: TRAFFIC SOURCES

The Real Time Analytics menu displays a Gflot SlidingSimplePlot graph (Figure 62), that shows the number of active
sessions. The graphis refreshed every 4 seconds and is fed by an AMQP queue implemented in RabbitMQ that measures
the session ids.
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A~ Real Time
\, '/ Logfile Analyzer

Static Analytics
Real time Analytics

Real time visitor chart. Hover on the chart to view each specific timestamp and its value at that time.

5.0
M Active Visitors

Wisit monitor

FIGURE 62: REAL TIME SESSION GRAPH

The Server Performance gauge (Figure 63) is implemented with the GWT Visualization Gauge widget. The calculation
is done for a month, week or day and the metric is an approximation generated by dividing total bytes loaded by total
time needed.

150



A~ Real Time
\_/ logfile Analyzer

‘ Static A“aly““ Here is the average speed performance of the web server as calculated by our metric system.
Real time Analytics
Se Perf Showing results for: o
R Last Month | Last Week ‘Today
Average performance metrics

Kb/sec

1024

/" 936.2

FIGURE 63: AVERAGE SPEED GAUGE

The LFA application can easily be used as a data pool and a base for collecting data for any type of web applications
that can promote it and display metrics.
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8.15. DATABASE

The main database tables maintained by the Analyzer are the following [63]:

Servers: Stores information about the standard locations of different web servers supported. (log file

directory, configuration file name and location etc.)

Site: Table for the specific details of the various e-shops. Includes type of the server and details of its log file
(like the example described in section I11) must be stored here. It also contains the URL and IP-port, data

base type and a username and password to access the items, categories and orders from the e-shop database.
Product Categories for every e-shop (*)

Products for every e-shop (*)

Orders for every e-shop (*)

Order Statuses for every e-shop (*)

Customers of every e-shop (*)

Business-Actions: (like “add To Cart” or “Pay” etc.) for every e-shop implementation. They are matched with

the transactions. (*)

Transactions: This is the table where every line of information from the log file is parsed into.

(*) imported from the e-shops.

The basic repository for logfile entries is the transactions table. The Data Definition Language command to generate it

is:

CREATE TABLE “transactions ™ (
“batch™ char(50) NOT NULL DEFAULT ''‘',
“filename®™ varchar(256) DEFAULT NULL,
“code’ int(11) unsigned NOT NULL AUTO INCREMENT,
“site” int(11) NOT NULL,
"aRemoteIPAddress™ char(50) DEFAULT NULL,
"ALocalIPAddress”™ char(50) DEFAULT NULL,
"bBytesSentOrDash™ int(11) DEFAULT NULL,
"BBytesSent™ int(11) DEFAULT NULL,
"hRemoteHostName™ varchar(50) DEFAULT NULL,
"HRequestProtocol™ char(20) DEFAULT NULL,
"1RemotelLogicalUsername” char(20) DEFAULT NULL,

152



"mRequestMethod™ char(20) DEFAULT NULL,

"pLocalPort’ int(11) DEFAULT NULL,

"qQueryString” varchar(200) DEFAULT NULL,

"rFirstLineOfRequest™ varchar(300) DEFAULT NULL,

"sHTTPStatusCode®™ varchar(50) DEFAULT NULL,

"SUserSessionID™ char(32) NOT NULL,

“tDateAndTime™ datetime NOT NULL,

"uRemoteUserAuthenticated™ char(60) DEFAULT NULL,

"URequestedURLPath™ varchar(120) DEFAULT NULL,

“vLocalServerName™ varchar(60) DEFAULT NULL,

"DMillisToProcess”™ int(11) DEFAULT NULL,

"TSecondsToProcess™ int(11) DEFAULT NULL,

"ICurrentReqThreadName™ varchar(100) DEFAULT NULL,

“isbot® tinyint(1l) DEFAULT NULL,

"bot string” varchar(50) DEFAULT NULL,

“agent’ varchar(255) DEFAULT NULL,

“referer” varchar(255) DEFAULT NULL,

PRIMARY KEY (" code’),

UNIQUE KEY “code” ( code’),

KEY “lineEntry  ( site’, "SUserSessionID’, tDateAndTime’),

KEY "batchKey  ( batch', site’, tDateAndTime’),

KEY “siteSession™ ( site, tDateAndTime, SUserSessionID ),

CONSTRAINT “transactions fk= FOREIGN KEY ( site’) REFERENCES “site’ ( code’)
) ENGINE=InnoDB AUTO INCREMENT=167277 DEFAULT CHARSET=utf8

We have tried to keep the database design as simple as possible. The idea behind this is that we will eventually end up

with a transaction table that needs fewer joins for processing.

The entity relationship diagram is shown in Figure 64. This is a MySQL database based on the InnoDB storage engine.
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! products_code INT{11)
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FIGURE 64: ANALYZER DATABASE ERD

The attribute names of the columns that are used for storing data from the logfile start with the letter of the access log
valve code that generated it. For example, mRequestMethod for the %m output, tDateAndTime for %t etc.
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The batch attribute allows grouping batches of logfile lines by name. These names enable quick selection and deletion

when there is no more need for them.

The structure of the database schema allows simple queries for easy retrieval of information. Sample SQL queries
return:

1. The number of entries for a specific site:

SELECT count(*) FROM transactions WHERE site=15;

2. The number of sessions for an e-shop and a date span:

SELECT count(distinct SUserSessionID) FROM transactions
WHERE site=15 AND
tDateAndTime >= '2018-01-01' AND tDateAndTime <= '2018-12-31';

3. The number of bytes transferred for an e-shop and a date span:

SELECT sum(BBytesSent) FROM transactions WHERE site=15 AND
tDateAndTime >= '2019-10-24 19:00' AND tDateAndTime <= '2019-10-24 19:59';

4. The different HTTP status codes for a period:

SELECT distinct sHTTPStatusCode FROM transactions WHERE site=15 AND
tDateAndTime >= '2019-10-24 19:00' AND tDateAndTime <= '2019-10-24 19:59';

5. The total number of CSS files loaded over a period:

SELECT count(*) FROM transactions WHERE site=15 AND rFirstLineOfRequest LIKE
'%.CSS%'
AND tDateAndTime >= '2019-10-24 19:00' AND tDateAndTime <= '2019-10-24 19:59';

6. The total size of CSS loaded files:

SELECT sum(BBytesSent) FROM transactions WHERE site=15 AND
rFirstLine0OfRequest LIKE '%.css%' AND tDateAndTime >= '2019-10-24 19:00' AND
tDateAndTime <= '2019-10-24 19:59';
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7. How many 'AddToCartFromProdld.do' requests were made for a specific site within a time range:

SELECT count(*) FROM transactions WHERE site=15 AND rFirstLineOfRequest LIKE
'sAddToCartFromProdId.do%' AND tDateAndTime >= '2018-01-04 00:00' AND
tDateAndTime <= '2018-05-12 20:59°';

8. The ids of the four most frequently added to cart products of one e-shop in a date range:

SELECT count(rFirstLineOfRequest) AS cnt, (rFirstLineOfRequest) FROM
transactions

WHERE site=15 AND rFirstLineOfRequest LIKE "S%AddToCartFromProdId.do?prodIds"
AND

tDateAndTime >= '2018-01-04 00:00' AND tDateAndTime <= '2019-05-12 20:59'
GROUP BY rFirstLineOfRequest ORDER BY cnt DESC LIMIT 4;

9. Bot entries. The value of the TinylInt attribute named “isBot™, is 1 when the log file line was produced by a known
bot. Next query measures the number of such lines:

SELECT count(*) FROM transactions WHERE site=15 AND isBot=1 AND
tDateAndTime >= '2019-01-04 00:00' AND tDateAndTime <= '2019-01-31 23:59';

The system can extract details and information using SQL queries. These queries can be embedded into the report
generation system and extend the LFA.

The next section explains Big Data Technologies, lists the important players and technologies of the big data ecosystem
and explains how they eliminate the data congestion problem that lingers behind the long-term operation of any
application collecting data. A brief history of the conditions that lead to BD, a description of the basic problem and
definitions. Hadoop and MapReduce, used dealing with volume of data, are introduced along with the overall Hadoop
Ecosystem composed of applications involved for solving various tasks. The NoSQL and NewSQL database
management systems are explained. Modern technologies used in order to remedy data velocity and the Spark
ecosystem and available vendors are presented.
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9. BIG DATATECHNOLOGIES

The “Big Data Technologies” section lists the important players and technologies of the big data ecosystem and
explains how they eliminate the data congestion problem that lingers behind the long-term operation of any
application collecting data. A brief history of the conditions that lead to BD, a description of the basic problem and
definitions. Hadoop and MapReduce, used dealing with volume of data, are introduced along with the overall
Hadoop Ecosystem composed of applications involved for solving various tasks. The NoSQL and NewSQL
database management systems are explained. Modern technologies used in order to remedy data velocity and the
Spark ecosystem and available vendors are presented here.

Big Data has emerged as a new technological paradigm during the last few years, because of the need to master the
occurring exponential growth of data. Big Data technologies offer toolboxes in form of frameworks that deal with the
data explosion created by the ever-growing number of applications, mobile devices, sensors and the Internet of Things
(10T) in conjunction with the wish to have a better overview, receive answers to questions and measure behavior and
operational complexity of today’s systems.

Big Data refers to large datasets and dataflows whose processing lays beyond the capabilities of traditional information
systems and databases. Information like log files, images, messages, transaction records from remote or local
application databases, composite distributed data structures, sensor data from remote devices, data from public
databases and 10T devices can be used selectively to enrich existing data to provide clear operational insight and support

the recognition of trends and tendencies.

Very often, data generated in social media applications are used to measure or extend the impact of specific Internet
campaigns for products and services. Big Data is the toolkit that targets the infamous “three V’s” of data, which
comprise the three basic characteristics: Volume, Velocity and Variety.

This chapter will explain the basic definitions of Big Data components, provide a list of the technologies used and
vendors involved and show how the 3 Vs can be applied on hand of application examples.
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9.1.INTRODUCTION TO BiG DATA

Big Data issues have been around since the very early years of the Informaticsera, although programmers have preferred
to avoid dealing with them systematically, because the technologies that allow processing them conveniently have only
become available during the last ten years. As a first example, the first Universal Product Code (UPC code) was read
by aretail cash register in 1974. Since then, supply chains have been also using Radio Frequency Identification (RFID)
to automate the identification and tracking of objects by attaching tags to them. Scanners have since then produced huge
quantities of data, that have only been exploited partially and always in a structured manner, according to the standards
and rules of traditional Information Systems, designed inthe 70’s era, basically aiming to generate typical invoices and

printed statistical batch reports.

Contemporary software applications manage and generate very large quantities of data. Web based components and
applications support online transactions, generate logfiles and feed analytics applications. Social Media applications
also produce daily petabytes of Big Data. Portions of this data are publicly accessible, concerning companies and
organizations and can be analyzed and used in order to target specific groups of customers, automatically generate
customized advertisements for products and services and measure their impact by evaluating the feedback and
acceptance they receive. Retailers can make smart offers and recommend specific products to target customers better.
This way any data, structured or unstructured concerning any company or organization can be evaluated and this can
greatly enhance the insight of the clientele base and reveal how they shop and how they react when they see ads of
specific products.

The vast storage capacity of Big Data file systems allows also historical operational data, backups and old log files,
generated by Information Systems and web servers over periods spanning many years to become directly accessible
online instead of being stored in external magnetic or optical media. The drastic cost reduction of storage and
commodity hardware, in conjunction with the free software revolution and the wide acceptance of open source software
applications and operating systems, have allowed establishing reliable and simple to maintain low cost Big Data

platforms.

The amazing penetration of the Internet in all branches and the geographical dissemination due to today’s networking
advances, in conjunction with mobile telephony, smart phones, mobile devices and sensors form the foundation for Big

Data. As Sun Microsystem’s Scott McNealy pointed out in the mid 80’s: “The network is the computer”.
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Analytics is based upon growing logfiles and large data collections. Since big data can break size and performance
barriers and limitations of data processing it can be very useful for dealing with very large e-commerce sites with very

large numbers of users.

9.2. DEFINITION OF BIG DATA

There is no unique definition for Big Data. The term Big Data means different things to different people. Everybody
agrees though that Big Data starts where traditional On-Line Transaction Processing (OLTP) or On-Line Analytical
Processing (OLAP) systems become too slow, or even start to fail due to data volume, data velocity and data variety.
The simple substitution of a slow computer system with a more powerful one, known as vertical scaling, most often
will not solve the problem, and if it does, then only temporarily, until the next bottleneck appears, that would call again

for a new more powerful system.

Grace Hopper, the legendary United States Navy rear admiral and designer of the COBOL language, described
scaling, many years ago, like this: “If one ox could not do the job, they did not try to grow a bigger ox, but used two
oxen. When we need greater computer power, the answer is not to get a bigger computer, but... to build systems of
computers and operate them in parallel” [64]. This approach is known as horizontal scaling. Big Data is based on
parallelization and distribution of processing and file storage.

In parallel computing several processors are sharing the same memory system, while in distributed computing we have
groups of computers sharing the same goal, where each processor is operating on its own memory. Information must
be exchanged through message traffic between the nodes. The concept of distributed computing has been around since
the introduction of the Ethernet in the 70’s, when multiple network architectures, like peer-to-peer, n-tier and client-
server and coupling models have been implemented. Algorithms have been developed, improved and established over
the years that guarantee fault tolerant and efficient cooperation, simple installation, easy setup and expansion. The
concept of using distributed and parallel systems is based on splitting a large problem into smaller ones and letting each
of the processors individually carry out its part of the job. We must divide a big dataset into small partitions, run the
appropriate algorithms on the individual machines and finally combine the output into one. This is a complicated
procedure and the developer must organize the partitioning scheme of the data manually, as well as taking care of the
appropriate communications that are required. Hadoop, for example, can deal with all non-trivial logistics involving
interprocess communications, making a complicated Distributed File System, expanded over large clusters of
cooperating computers, seem like a huge local file system to the developer.
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While Volume deals with data size, Velocity deals with speed of generation, streaming and data collection techniques
that allow processing and visualization in near real time and sometimes even in real time. Variety is the component
that deals with the mapping of different classes and structures of data into concrete objects, so they can function together
[65].

Four additional VV-buzzwords complete the Big Data component landscape. These stand for: Veracity, Variability,
Visualization and Value. Veracity is established by creating mechanisms that check the accuracy of data and ensure
the overall correctness of the data collection. Variability refers to possible inconsistencies of data that must be sorted
out by interpreting their exact context. Visualization tools allow presenting and summarizing selected portions of data
in either static or interactive mode, leading to insights and views that allow understanding the nature of problems and
the status of the operations generating Value. Although the last four VV words are often used for big data, along with
even more V-words like Viability, according to Doug Laney from Gartner Inc., they are not definitional specifically
for big data and they apply on all types of data and not just on big data [66].

9.3. HADOOP AND MAPREDUCE EXPEDITE VOLUME

Big Data technologies rely on distributed computing. The tool used as the foundation for most Big Data applications
today is Apache Hadoop. Hadoop is not a single tool, but an entire ecosystem of applications. The base of this ecosystem
is the Hadoop Distributed File System (HDFS), which allows clusters of commaodity computersto act as a single storage
component. Hadoop was designed in 2006 by Douglas Cutting for Yahoo!. Hadoop became an Apache project in 2008.
HDFS is scalable and can grow on demand to hundreds of petabytes, simply by adding new DataNodes to our network.
Very large companies own local area networks supporting HDFS, consisting of more than a thousand computers as
DataNodes. Data in HDFS is organized in large sized blocks. The typical block size of the HDFS is 64MB. This size is
huge when compared to the block size of 512 bytes, 4K or maximum 32K, usually used for the hard drives of regular

local file systems.

Whatever data we store to the HDFS is automatically distributed to the DataNodes. The NameNode knows where the
data blocks are located physically. Additional, replication of the data blocks takes place transparently and data blocks
are spread among the physical DataNodes. This way, not only huge capacity, but also high levels of data integrity are
guaranteed.
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The fact that all complexities of distributed processing are automatically taken care of by the file system, leading to a

simple programming model, made HDFS popular.

MapReduce (MR) is an algorithm that has traditionally been used for dealing with data stored in HDFS. MapReduce,
originally generated in 2004 by Dean and Ghemawat in Google, was originally used for the Google File System (GFS).
Itis implemented in Java, and became an Apache project as well, along with Hadoop.

MapReduce is an algorithm design pattern that originated in the functional programming world. It consists of three
steps. First, you write a mapper function or script that goes through your input data and outputs a series of keys and
values to use in calculating the results. The keys are used to cluster together bits of data that will be needed to calculate
a single output result. The unordered list of keys and values is then put through a sort step that ensures that all the
fragments that have the same key are next to one another in the file. The reducer stage then goes through the sorted
output and receives all values that have the same key in a contiguous block [67]. Programs written in this functional

style are automatically parallelized and executed by a cluster of commodity machines.

These steps can be easily implemented and adapted to the needs of any search application. MR was designed by Google
to count words, URL access frequencies and user counts [68]. The advantage of MR running on HDFS DataNodes lays
in the fact that parallelism extremely enhances the speed of computations in comparison with monolithic architectures

when searching large data sets.

As mentioned above, HDFS is a scalable file system, consisting of clusters of commodity computer systems (nodes)
that operate as a single unit. This file system automatically supports replication for integrity reasons, making any use
of Redundant Arrays of Independent Disks (RAID systems) completely unnecessary for all DataNodes. Still RAID is

necessary for the NameNode [69].

The reason why HDFS uses such a very large block size (64 or 128 MB), is in order to keep the workload of the
NameNode low. Hadoop is designed mainly for MapReduce applications. It is not particularly suited for supporting

neither small files nor frequent updates of data.
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Hadoop is constantly enriched with various projects and is always undergoing improvements. It supports distributed
file storage and provides mechanismsthat can easily be engaged with no need for manual intervention for segmentation,
partitioning and collection of results. The Hadoop 2.0 Ecosystem was enhanced with Apache YARN (Yet Another
Resource Negotiator). YARN allows better job scheduling and performance. YARN allows horizontal scaling to
thousands of nodes and enhances security, by enabling auditing. YARN allows HDFS to support programming models

beyond MapReduce and eliminate restrictions. [70]

YARN providesone resource manager RM per cluster and a standby RM, that consists of ascheduler and an application
manager. The resource manager knows the location of the data nodes and their resources and manages the node

managers of the cluster, that offer resources to the RM.

Hadoop is designed for batch processing and MapReduce provides a simple approach for the user, to generate metrics
and do research among huge amounts of data, without the need to care much about the exact physical location of the
data. The HDFS acts as a single file system and takes care of all the complexity involved in a distributed and parallel
system. Traditionally Hadoop has been used for mining large quantities of historical data or for log file analysis in batch
mode. In batch mode the users start a MR program and receive its results a few minutes later.

9.4. NoSQL DATABASES PROMOTE VARIETY

The traditional model for database management systems that has been used for many decades has been the relational
model. The S in the abbreviation SQL stands for structured. Relational databases are called structured databases today,
because they deal with structured data. Inthe relational model, data is stored in tables. Tables have predefined columns,
known as attributes and records are collections of attributes, stored in each row, always containing predefined columns
according to the data definition. Null values can substitute non existing values, but every row always consists of all
attributes predefined by the designer during the creation of the table. The relational model is very close to the way
people tend to think about data. Using tables has been a very familiar way of organizing information. Relational database
management systems offer indexing capabilities, allow customized views of the database, in concordance with the user,
they support normalization in order to reduce redundancy and offer ways of defining constraints and attributes

referencing to additional tables.
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Relational database systems offer Atomicity, Consistency, Isolation and Durability and are thus called ACID compliant.
This means that they allow valid transactional processing, even in the event of failures and errors. Atomicity means that
any transaction consisting of multiple steps is considered successful only if all steps succeed. Only data that respect all
predefined rules are considered Consistent. Isolation is achieved when transactions do not interfere with each other’s
data. Durability means that no data is lost even if a power failure occurs during processing. Very fast data insertions,
selections, deletions and updates are guaranteed when operating within the limitations defined by each RDBMS vendor.
Size can be a serious problem, especially when we try to use relational databases with Big Data, since structured
databases can mainly scale vertically. There are even relational database engines, that allow storing database data
straight into dedicated disk raw partitions for better performance, like Sybase for example, which later became a part
of the SAP Corporation. This approach first appeared in the early 80°’s, and is very fast, since it avoids the overhead of

the file system. Still the issue with RDBM is volume.

Hadoop has alleviated the restriction of vertical scalability for a file system. In order to lift this restriction also for
databases, schema less NoSQL database systems have been developed. NoSQL stands for “not only SQL”. NoSQL
databases do not have table structure, nor fields and are not relational. They scale horizontally and can operate well on
HDFS. We have seen so far that by scaling horizontally, NoSQL databases support VVolume. The reason they solve the
Variety issue, lies in their nature. Since they are not restricted to supporting predefined structures and data format, they
are excellent tools for storing and retrieving semi-structured and unstructured data.

In MongoDB, for example, the Document substitutes the row of a structured database table. The Documenthas a JSON-
like (JavaScript Object Notation) key-value format. Documents are included in collections. Each Document inside a

Collection can have its own key-value set and the format can become very complex if necessary.

Different types of NoSQL databases exist:
e Wide Column Store Databases (HBase, Cassandra)
e Cache Systems (MemcachedDB, Redis)
e Key-Value Stores (Couchbase, Redis)
e Document Store Databases (CouchDB, MongoDB)

e Graph Databases (Neo4J)
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NoSQL databases are highly scalable, fault tolerant and distributed, but offer no ACID compliance. A newer category
of database management systems, known as NewSQL act as hybrid systems, since they fully support SQL and the
relational data model and at the same time, they can run on HDFS, offering the speed, flexibility and scalability of
NoSQL. They even support online transaction processing (OLTP). NewSQL databases often use Sharding, based on a
middleware layer that splits huge relational database tables into manageable sized pieces (shards) that are stored on
different nodes of HDFS, making horizontal scaling automatically feasible without the need to do any additional
programming and form a transparent consistent distributed system for the database programmer and user. A Shard Map
Manager (SMM) keeps track of the location of the shards and is responsible of coordinating all communications with
the clients.

NoSQL database management systems are gaining in importance. There are many systems to choose froms37.

Database management systems are constantly evolving. The latest very promising type are the in-memory database
management systems (IMDBMS). These database management systems take advantage of the latest advances of
random-access memory, where capacity, speed and moderate to low pricing allow cheap commodity machines to often
have 64, or even 128 Gigabytesof RAM or more. By keeping large portions of their data in memory there is a significant
latency reduction and performance boost. They also cooperate very well with Apache Spark, which is also heavily

memory bound. Spark will be described later in this chapter.

9.5. HADoopr AND VELOCITY

A Hadoop File System can serve petabytes of data. According to Forbes®8, “the data we produce at the current pace
every day are 2.5 quintillion bytes. This number is growing exponentially. 90% of the existing data was generated

during the past two years”.

37 http://nosql-database.org/

38 https://www.forbes.com/sites/bernardmarr/2018/05/21/how-much-data-do-we-create-every-day-the-mind-
blowing-stats-everyone-should-read
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Mobile phone apps use the various sensors of the device and generate useful data that is being streamed perpetually to
data centers hosting specialized applications, for storing, processing, summarizing, analyzing and visualizing. Back in
2013, for example, a Danish app called “Endomondo” managed to build a global sports community with around 20
million users, growing to over 25 million users by 201539, that engage in sports activities. Every route of a biker or a
jogger that provides GPS access to the app is registered in near real time and the central application provides statistics
about speed, distance, slope and registers the activity on the map. The application gives calorie advice to each athlete
individually acting as a personal trainer. Historical data, statistics and details can be retrieved for every registered
activity. The activities can be shared on Facebook along with camera pictures and details of the route. Endomondo
provides rich data of various formats and performs well even with low speed mobile data connections. Velocity is here

one of the primary key factors for the success of the application.

A huge fast-growing source of streaming data is also the Internet of Things (10T), where large numbers of sensors send
and receive data. With social media, some 2.7 billion active Facebook users upload enormous amounts of pictures, text
and messages every day. Other social media applications, like WhatsApp, Tumblr, Twitter, Quora, LinkedIn operate
applications that support heavy communications of vast numbers of members, use fast peer to peer messaging, allow
storing and streaming of music and videos and offer advanced application programming interfaces that are often
embedded in many websites and are used in conjunction with various contexts.

Velocity deals not only with the speed of data acquisition, but also with the speed of data processing, in order to allow
using and visualizing the information. Data, streaming into an application, should be consumed without creating
congestions and large queues. When critical events generate data, the propagation of the event description should take
place as soon as possible and alert the business in order to take the appropriate actions.

Data velocity applies to all kinds of industries and operation workflows. A web site, operating an e-commerce
application needs analytics details in order to measure performance speed, see the load in terms of disparate sessions
and measure turnover and sales in near real time. For scrutinizing the sales figures in this example, a microservice can
be used, that acts as a data producer. It may be triggered by the database management system after a sale has been
concluded, it collects all additional information necessary from involved tables of the database and generates some form

of amessage. This message is serialized, pushed into a queue and the communication middleware makes it available to

39 https://nordicgrowthhackers.com/from-zero-to-25m-users-know-your-purpose-and-grow-with-it/
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the consumer for further processing and near real time visualization. If the information arrives on time the management
can use it in order to take actions, view the current status, access options and eventually correct bad decisions.

Velocity means high speed of data acquisition, storage, and processing with low latency and responsiveness whenever
data retrieval and visualization of results is considered critical.

Several frameworks are available in the Hadoop ecosystem for controlled data streaming in order to support velocity.

Today many traditional Hadoop or, Big Data Applications are based on the MapReduce algorithm. Hadoop is being
conquering the world as a distributed parallel batch file system, using MapReduce as its “standard” engine computing
intensive algorithms over clusters. Although almost 15 years have passed since the first Hadoop - MapReduce
applications were launched, this software combination is still largely in operation. This happens not only because
Hadoop managed to break the barrier of storage space, using a simple model for the user, but also because of the huge
software ecosystem that was developed on top of it that deals with almost every aspect of the Big Data needs of the

corporate world.

Hadoop/MR developers have managed so far to deal well with security, software complexity and installation
maintenance issues of the software. However, MR responds relatively slow to queries and is not suited for dealing with

small files because of its huge block size.

Apache Spark offers similar capabilities like MapReduce but shows lower latency and higher throughput. Spark usually
runs on the Hadoop HDFS cluster platform, with Y ARN support like traditional Hadoop/Y ARN/MR solutions. It can

certainly also run on single machines.

Apache Spark started as a research project in UC Berkeley in 2009. It finally was open sourced in 2010 and moved to
the Apache Software Foundation in 2013 [71].
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Spark is a unified analytics engine for large-scale data processing?. The ecosystem of Spark includes four additional
packages:

e Spark SQL, a native SQL platform for direct or programmable data access and querying,

e Spark Streams for working with real time streaming data arriving from message queues, sensors, log files and
other sources,

e MLib for running Machine Learning algorithm models and

e GraphX for graph computations and data analysis of properties attached to nodes and vertices.

These four frameworks together on top of Spark form an extremely versatile and very coherent environment with high
abstraction. The code of the entire Spark ecosystem has been developed in Scala. Scala is a very expressive and flexible
functional and object-oriented language, very well suited for heavy processing. All the framework packages extend the
code base designed for Spark, share the same design philosophy and are based on the same ground and foundations like
Spark.

One of the basic reasons Spark is much faster than MR, lies in the fact that Sparks’ nodes use so called Resilient
Distributed Datasets (RDD), which are immutable units of data residing on memory, rather than on persistent storage

like the much slower hard disk drives. Spark is also easier to setup and operate and even less complicated to use.

It is possible to run Spark jobs on Hadoop or YARN clusters, on Apache Mesos or using a standalone scheduler for
light applications and for learning purposes. Spark can be deployed when an already existing Hadoop/MR application

needs to process streaming data, graph processing or simply SQL support.

The speed of Spark allows real-time processing of Big Data and brings Big Data one step closer to non-analytic
applications that require low latency responses. Spark is not a substitute for Hadoop but should be viewed as a fast
addon for performing searches, since it is memory bound. Hadoop FS is used for persisting the data.

40 https://spark.apache.org/
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Along with Volume, dealt with horizontal extension of the Hadoop file system, Variety solved with various NoSQL
and NewSQL databases Spark hands a Velocity advantage to the Big Data programmer and technologist.

9.6. THEHADOOP ECOSYSTEM

The innovation of the Hadoop approach lies in the fact that the software is acting as an abstraction layer that simplifies
most issues and problems of distributed processing and behaves like a huge single disk to the user. Hadoop offers fault
tolerance and has scaling capabilities. It also supports redundancy by automated replication of files. The replication
improves speed, because when multiple clients request the same resource, they can be served by multiple nodes. Apache
Hadoop has an HDFS NFS Gateway, that supports NFSv3 and allows HDFS to be mounted as part of the client’s local
file system41. The logistics and complexities of storing and accessing large amounts of data on clusters of machines are
hidden from the developer. Although the Hadoop/MR tool combination is a rigid approach, it can solve many types of
problems involving querying huge data resources with reasonable response times. There are many applications build
around Hadoop, used as addons. These applications form a suite of services, called the Hadoop Ecosystem. Some of
the main projects of the Hadoop Ecosystem are:

e Monitoring tool: Apache Zookeeper

e NoSQL Databases: Apache HBase, Cassandra, MongoDB
e RDBMS import and export: Sqoop

e Data processing tools: Apache Hive, Apache Pig, Impala
e Data analysis tools: Drill, Lucene

e Data Serialization Components: Avro and Thrift

e Log file integration component: Flume

e Machine Learning and Data Mining Tool: Mahout

41 https://hadoop.apache.org/docs/stable/hadoop-project-dist/hadoop-hdfs/HdfsNfsGateway.html
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Apache Zookeeper

Zookeeper is a distributed coordination service. It maintains configuration information and knows all names and nodes.
It supports synchronization and acts as a name registry for all resources, guaranteeing consistency, reliability and
timeliness of all updates.

Apache HBase

HBase is an open source, reliable and very fast real-time NoSQL database management system, that allows real-time
reading and writing of Big Data. HBase supports processing of very large databases with millions of columns and
billions of rows stored on top of Hadoop. HBase is coordinated by Zookeeper. HBase supportsrandom reads and writes.
Its integration with MapReduce allows applications to scale gracefully.

Cassandra

Apache Cassandra is a distributed NoSQL database system. Cassandra is a fast, distributed database that’s highly fault
tolerant as well as scalable. It provides high availability and linear scalability, twin goals that traditional relational
databases cannot satisfy when handling very large data sets [72].

Sqoop

Apache Sqoop allows transferring structured data from relational databases to and from Hadoop HDFS [73].

Apache Hive

Hive is an SQL query engine, that converts SQL queries to MapReduce jobs. Thus, it simplifies the procedure of
enabling Hadoop to be used as a data warehouse and supports queries. Tables correspond to HDFS directories. It is
used for analytic jobs, unlike HBase, which is a true DBMS. Hive can easily integrate with traditional data center
technologies with the use of the familiar JDBC interface. It is used as a bridge to integrate applications that use tabular
data with Hadoop. The Hive Query Language (HQL) has similar semantics and functions as standard SQL in case of
relational database, so that experienced database analysts can easily get their hands on it. Hive's query language can run
on different computing engines, such as MapReduce, Tez, and Spark [74].
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Pig — Pig Latin*?

Apache Pig is a platform for analyzing large data sets and consists of a high-level language for expressing data analysis
programs, coupled with infrastructure for evaluating these programs. The salient property of Pig programs is that their
structure is amenable to substantial parallelization, which in turns enables them to handle very large data sets.

At the present time, Pig's infrastructure layer consists of a compiler that produces sequences of Map-Reduce programs,
for which large-scale parallel implementations already exist. Pig's language layer currently consists of a textual

language called Pig Latin.

Mahout

Mahout is a platform that supports executing machine learning algorithms. It allows finding meaningful patterns from
data stored in HDFS, allows classification and clustering [75]. It supports Scala, and Apache Spark. Itis a well-adjusted
and complicated black box solution that allows further customization and building of new models, rules and features.

[76].

Drill

Drill is a tool that supports direct ANSI SQL queries against any data stored in HDFS. Drill does not require schemas

and allows processing complex records easily and fast.

Apache Flume

Apache Flume allows collecting, aggregating and moving large amounts of data from various sources, like log files,

social media data, data from any web application to an HDFS.

This application and project-list is by no means exhaustive. The number of applications around Hadoop is already large
and new applications are added constantly.

42 https://pig.apache.org/
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9.7. BiG DATA INFRASTRUCTURE VENDORS

The Apache Software Foundation (ASF) is a popular open source software vendor. It has been an open source
technology incubator for 20 years, having a net worth of software products made available to the public at no cost
estimated to be higher than 20 billion dollars. 300 different top-level projects, ranging from Java libraries and
Application Programming Interfaces for various tasks, web servers and Database Management Systems to Big Data
platforms and frameworks. Almost all the Big Data frameworks mentioned above are Apache projects. This means they
all are open source and available for free, under Apache licenses. Apache licenses allow free personal or commercial
use, modification, distribution and even selling. Both Hadoop and Spark are ASF projects.

Theoretically, a technically knowledgeable administration team has the potential to setup and run Hadoop and Spark
with low installation costs. Still, the total expenses of operation and ownership include hardware and installation costs,
eventually commercial software and maintenance costs. Spark clusters are usually comprised of commodity machines
with a lot of RAM memory, which usually are more expensive than the ones used for Hadoop.

Although anybody can download a binary executable or even the full source code of any project and use it under the
license conditions described here, there are commercial companies that sell enterprise-ready distributions, packaging
Hadoop for the enterprises specifically. They also provide support and courses for training. The success of this market
is due to the lack of expertise and skilled resources, along with the high complexity of deployment and the difficulty

of choosing the right combination of tools for each application among the options offered in the ecosystems.

The main Big Data software and Cloud vendors today are:
e Cloudera - Hortonworks
e Amazon Web Services Elastic MapReduce Hadoop Distribution
e Microsoft
e MapR
e IBM InfoSphere Insights

e DataBricks
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Theoretically a technically knowledgeable in cluster administration team has the potential to setup and run Hadoop and
Spark with zero installation costs. Still, the total expenses of operation and ownership include hardware and installation
costs, eventually commercial software and maintenance costs. Spark clusters are usually comprised of commodity

machines with a lot of RAM memory, which usually are more expensive than the ones used for Hadoop.

As seen, there are many different options for the non-faint hearted to enter and join the world of Big Data. The Apache
software packages can easily be installed to standalone Linux or Windows computers for educational purposes and a
few simple commodity machines could be used as test beds for installing Hadoop FS on a cluster and learning how to
work with YARN, Zookeeper and Spark and their entire ecosystems.

The latest technology shift are Cloud solutions, since the Cloud can always scale dynamically and provide computer
resources fitted to the exact needs of the corporation, without having to maintain and support underutilized hardware or
having bottlenecks at peak times.

The next chapter deals with extending the application of the analyzer by merging interaction data from customers of
the shopping floor. The data collection devices and techniques are described, as well as the way data from the e-
commerce site can be merged with data from the physical store customer interaction and provide better overview and
support decision making for the entire corporation.
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10. EXTENDING USE OF THE ANALYZER FOR PHYSICAL RETAIL STORES

“Extending Use of the Analyzer for Physical Retail Stores” deals with extending the application of the analyzer
by polling interaction data of customersin the shopping floor. The information is collected automatically during
the physical store customer interaction with the use of iBeacons and Near Field Communications for data
acquisition in the retail shop floor. The generated retail data is pushed to the Analyzer in near real time. This
data enhances the Analyzer input with physical store data and can be used inorder to enrich customer clustering
and behavioral analysis, by enhancing the available operational data sets, collected by a Web Analytics
application, providing better overview and supporting decision making for the entire corporation.

Most retailersoffer their productsviae-Commerce applicationsin order to promote them better, globalize their clientéle,
enhance and supportsales. This paper exploresand proposestechniques that will collect data from the physical shopping
floor via low cost mobile technologies and promote them for processing to a customized sophisticated e-Commerce
Analyzer. The Analyzer connects the worlds of physical and virtual shopping. The information is collected
automatically during the physical store customer interaction with the use of iBeacons and Near Field Communications
for data acquisition in the retail shop floor. The generated retail data is pushed to the Analyzer in near real time. This
data enhances the Analyzer input with physical store data and can be used in order to enrich customer clustering and
behavioral analysis, by enhancing the available operational data sets, collected by a Web Analytics application,

providing better overview and supporting decision making for the entire corporation.

10.1. COMBINING E-COMMERCESITESAND PHYSICAL STORES

Web analytics measurement and visualization techniques provide excellent tools and techniques in order to analyze,
document, visualize and report almost every aspect of customer interaction and performance detail of any e-shop and
any web application. Analytics applications are based upon measurements and logging of the customers actions. They
are complicated software systems, with the ability to accurately record user actions, key-clicks and responses to
databases and access log files. Many e-commerce sites have been implemented in order to enhance and complement
physical retail shops. Their goal is to extend the operation capabilitiesand the customer base, providing services parallel
to those of the physical shop. They provide low cost availability beyond working hours by offering 24/7 services and

eliminate the time zone restrictions and customer location problems.
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Physical stores use multiple techniques in order to analyze client behavior. Most of these techniques are based on
capturing the data at the cash register, during the checkout process, when the customer is about to pay. If the customer
uses a credit card the purchaser is uniquely identified. Even customers that pay with cash can be monitored to some
extend precisely via discount coupons and the use of loyalty cards.

Every business transaction and step generate a large volume of data. As indicated by Provost and Foster [76], Data
Mining is used for general customer relationship management to analyze customer behavior in order to manage attrition
and maximize expected customer value. The finance industry uses data mining for credit scoring and trading, and in
operations via fraud detection and workforce management. Major retailers from Walmart to Amazon apply data mining
throughout their businesses, from marketing to supply-chain management. Many firms have differentiated themselves

strategically with data science, sometimes to the point of evolving into data mining companies.

A versatile Log File Analyzer (LFA) is the tool that provides operational meta-data that allow the management to
identify the way customers approach the offered products and measures their behavior and generates Customer Behavior
Model Graphs [2]. The LFA used for this research was implemented with the ability to import and operate on both log
file and e-shop data extracted either on demand or in near real time from the e-shop application.

The data visualization component of the LFA is customizable to a large extend, since requirements are usually volatile

and new or modified output is often needed, and generates mainly:

e Graphical reports about products and actions,
e PDF output,

e Statistic Reports,

e Exception Reports and

e Traffic, Speed and Throughput Diagrams [63]

All reports are built around database queries and are fully customizable and extensible in order to provide visualization
mechanisms that will allow the administrator or the management to extract knowledge about specific time spans and
periods of operation. A typical example is visible in Figure 65 [63].
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FIGURE 65: ACTIONS PER PRODUCT PIE CHART

10.2. MOBILE TECHNOLOGIES

Mobile technologies, like iBeacons, based on BLE (Bluetooth Low Energy) and NFC (Near Field Communications)
tags, send data in order to activate mobile devices and support and provide the generation and capturing of streams of
data that correlate a customer to a specific product. The store owner places them in appropriate locations, next to
exposed products and through the uniqueness of their identification numbers, software applications can match the
exhibited products and their geolocational information to the physical customers approaching them. Bluetooth Low
Energy is a wireless personal area network technology used for transmitting data over short distances. As the name
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implies, it’s designed for low energy consumption and cost, while maintaining a communication range like that of its

predecessor, Classic Bluetooth [77].

Streams of precise measurable data, automatically generated during shopping, can be used in order to describe the
behavior of the customers and visitors of the physical store, in a similar fashion to e-commerce customer's clicks and

selections in a website, are captured.

The main difference between the two technologies lays in the necessary proximity between the mobile device and the
source. iBeacons are used in order to automatically activate apps on the smartphone of the shop, visitor while NFC tags
require higher proximity. Both technologies leverage existing networks and enhance customer support and provide

accurate product information.

10.3. THE PHYSICAL STORE

Back in the times where computers were introduced to the corporate world, among the first applications that became
very quickly popular were Management Information Systems (MIS) for businesses. MIS's dealing with inventory,
customer-maintenance, accounting, purchasing, invoicing etc., were introduced in the late fifties and have been widely
used since the early sixties, running primarily on mainframe computers at that time. This long evolution, lead to todays
contemporary highly integrated Enterprise Resource Planning (ERP) Systems, involving almost any hardware, software
and networking technological innovation that has been achieved during the past 60 years. The centralized mainframe-
based application model used initially has shifted to modern distributed systems, heavily based on the Internet, mobile

communications and finally the Cloud and Internet of Things.

A general data flow diagram of the basic operations performed by a typical retail system supporting the operations at
the shopping floor, mainly customer purchases, is shown in Figure 66. The very basic operations shown are: buying an
item, payment processing and receiving an invoice. Customer transactions lead to inventory and customer data updates.
Inorder to gain full auditing ability, for future datamining and analysis of transactions, the event information is captured

and stored in a log file.
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This research is focused on the type of e-commerce site operators, which operate both physical stores as well, and use
their e-shop in order to enhance sales, expand clientele and improve customer support. Web sites usually are
multilingual, deal with multiple currencies and operate 24/7 and are cheap.
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FIGURE 66: THE TYPICAL STORE MIS

Certainly, since the introduction of the Cloud as a new form of computing, there is a change in the way traditional MIS's
are viewed conceptually. The desktop applications seem to evolve into web pages. The physical location of the server
seems to become irrelevant.

10.4. THE ELECTRONIC COMMERCE SITE
A typical e-commerce site can easily be viewed as a metaphor of an MIS. The physical presence of the customer is not

requiredandthe Similarities between their DFDs shown in Figure 66 and Figure 67, are obvious, since the e-commerce
site deals and supports product purchases like a typical MIS does. The e-commerce site operates on similar data
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repositories, including inventory and customer data as well. For any corporation that operates both a physical and a
virtual shop, the virtual shop repository could be automatically fed by inventory data from the physical store database.

The goal of a business to customer (B2C) e-shop application is to promote retail sales and create profit. A virtual store
allows buying productsor services through awebsite, in analogy to a bricks-and-mortar retailer or ashopping mall [63].
E-commerce is big business and getting bigger every day. Growth estimates from eMarketer report that business-to-

consumer (B2C) e-commerce sales worldwide will reach $1.5 trillion in 2014, increasing nearly 20% over 2013 [78].

The customer accesses the e-shop web page, searches the web site for a product and adds it to a shopping cart metaphor.
This procedure is repeated and finally the customer checks out and the invoice is issued. The item search procedure is
assisted by the e-shop categories, manufacturer selection, advanced search mechanisms and related product proposals.

The customer of the physical store picks the items straight from the shelves.

Emphasis is given to the registration of events, which leads to full accountability of the operation and allows a toolbox

of analytics to extract customer and system behavioral information.
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FIGURE 67: THE TYPICAL E-COMMERCE APPLICATION

10.5. THE LOG FILE ANALYZER

The log file analyzer (LFA), shown in Figure 68, is a toolbox, consisting of a menu driven application, with graphical
user interface. The LFA is written in Java, in order to be portable across operating systems and architectures. It can

reside on a separate server or on the server where the e-shop is running.

Itis essential for the e-shop administrator to be given a user-friendly application to work with. It can quickly track the
transaction histories of any e-shop, measure the required parameters, the performance of actions of the entire shop and
reveal the results of measurements under various load conditions.

The architecture was chosen to be expandable in order to allow easy inheritance of the classes that do the data imports

and the negotiations with the various web servers, so that whenever e-shops that run on new web server architectures
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are needed, their respective log files and any e-shop application databases can be adapted and evaluated relatively fast.
In order to be usable, the toolbox contains a tool with the ability to load log file deltas as easy as possible and get the e-
hops latest status for evaluation at any time.

The requirements for results, measurements, data mining and visualization of data etc. are under constant change,
therefore the LFA is easily customizable and extensible, allowing standard interactive report generators to provide
customized and semi-customized reports.
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FIGURE 68: THE LOG FILE ANALYZER

The Log File Analyzer is a typical Extract Transform Load (ETL) application [79]. Its basic input is extracted straight
from the log file of the e-shop and includes all requested events and transactions that took place during its operation.

The LFA allows the administrator to configure the e-Shop in order to produce the appropriate log file details.
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The analyzer application allows merging together information from the e-shop database with the log file entries. This
feature allows the system to enrich the log file entries with familiar product codes, names and descriptions and produce

easy comprehensible visualizations of the data.

The transformed information is stored to the LFA database transaction file, and is used in order to produce statistics,

graphs and measurements.

The Analyzer is designed in the "Near Real Time ETL" fashion, described by Vassiliadis and Simitzis, [57] since it is

compliant to the Quality-of-Service (QoS) characteristics:

Maximum freshness of data.

Minimal overhead of the source systems.

Guaranteed QoS for the warehouse operation.

Controlled environment.

Scalability in terms of sources involved, queries posed by end users and volumes of data to be processed.

Stable interface at the warehouse side.

N o ok~ wDd e

Smooth upgrade of software at the sources.

10.6. THE COMBINED ANALYZER

Typical physical store and e-shop combo systems are comprised of two usually separate applications, which require
some form of datacommunication bridges between them. Although the MIS and the e-shop are two distinct applications,
viewed from the executive point of view, they are facets of the same information system. Daily sales figures, price and
inventory updates, product reorder levels and stock from one system must update the other. In Figure 69 the
interconnection between the log files can be seen. The analyzer reads data from the e-shop and the MIS databases, but
the main data bulk is read from the two log files. The entries in the two log files are parsed in accordance to their layout
format, which is customizable by the application and are merged into the LFA database. From then and on the data can

be used for mining, cross-correlation and any analysis and visualization necessary.
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FIGURE 69: THE LOG FILE ANALYZER COMBINING E-SHOP AND MIS

The quality and precision and timeliness of the reported results by the LFA depend heavily on the quality and timeliness
of its input.

Data collected by the e-shop, is pushed to the LFA DB in three distinct fashions [58]:

1. Ondemand from-to: The administrator requires from date and time and to date and time.

2. Ondemand, based on dates or sizes, where entire rotatable log files are loaded to the DB and
3. Automatically in near real time.

All three methods are available to the administrator, with the third fashion being the most convenient one, since it
requires no administrator intervention. It parses and loads all required data into the LFA DB immediately after the data

are collected as they are generated, allowing for real time measurements, warning and alarm generation in case of the
occurrence of a problem or an exception event.

182



The topology of such a combined system is flexible. These three communicating applications could even reside on the
same computer in small scale businesses, or even on three distinct servers with separate database servers and
communication servers, all located in different locations. A large amount of companies operating e-shops prefer using
virtual private networked (VPN) servershosted by third party Internet hosting service providers, located geographically
in different countries in order to lower operational costs.

The market for hosting companies is large, prices and services vary. Quality of service, reliability and the amount of

freedom given by the provider to the customer to configure the rented systems are important selection criteria.

The latest tendency in computing is using Cloud services. The general idea behind moving to the Cloud is based on full
elimination of the need to use customized applications running on self-administered servers locally, with pure web
applications running on third party machines externally, with zero investment in hardware installations and
administration, other than personal computers connected to the Internet equipped with just a browser and local printers.

The Cloud also reduces costs, by allowing the e-shop operator to deal with peak loads without the need of huge servers.

10.7. ENHANCING INPUT

There is a significant conceptual differentiation between the MIS and the e-commerce application, regarding the log
file level of information detail granularity they can generate. While the MIS database and consequently the log file is
updated whenever a transaction is committed to the database tables, that is whenever a retail customer moves to the
cash register and every item of the cart is scanned by the clerk during checkout, the e-commerce system, as a pure web
application has the capability of registering every single key click and every selection of any visitor, even if the visitor

does never become a customer and leaves.

For every session a vast amount of data is registered, including time stamps and the entire history of requested items
and categories. This information is pushed to the analyzer and allows an analyst administrator to evaluate the visitors'
behavioral patterns and correlate information according to location, time, period of the year and gain insight into the
complex selection mechanisms of the public that visits the e-shop. In order to gap this detail granularity differentiation
between an MIS and an e-shop, receptors from the mobile telephony world can be used in the retail store floor, in order
to capture and provide interaction information, like the detail information of the key clicks of the e-commerce
application. This way the shopping cycle of any visitor of the store can be analyzed with a detail granularity equivalent

to the one found in e-commerce applications.
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The smart phone can either connect via the mobile network or any in house Wi-Fi network in order to obtain information
about any product, discount coupons and price offers. The customer can also proceed to the e-shop link, complete the
purchase online and pick up the products on the way out. In any case, the LFA is registering all transaction details and

information and enhancing the patterns required for an accurate customer behavior analysis, in real time.
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FIGURE 70: MOBILE TECHNOLOGIES AND LFA

Figure 70 shows the combined extended application architecture. A custom mobile application senses the iBeacon or
the NFC tag and allows the customer to connect to either the MIS or the e-Shop multiple times during the shopping
session as the customer movesin the shop. The iBeacons operate automatically via Bluetooth, while the NFC only when
the user selects a specific product and wishes to obtain additional information about it or has the intention of purchasing
it. This connection is either established via General Packet Radio Service (GPRS) or Wi-Fi if available.
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Either way, they activate the mobile phone and allow its user to enhance the shopping experience by acquiring additional
product information (Figure 71). The actions are recorded into the log file and are being transferred, in near real time,

over to the LFA for further processing. This way the physical store obtains sensors that can trace the steps of a customer
during in the same fashion as the e-shop can.
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FIGURE 71: MoBILE DATA CAPTURING MECHANISM

An important issue that involves the evolution of web application frameworks has been resolved by the LFA we are
developing. Web application systems, featuring the Rich Internet Application (RIA) environment model behave
differently than traditional applications in the way they access the web server. The traffic to the web server is not as
detailed as necessary, in order to capture user interaction to the same level as with non-RIA applications [58]. This new

model of architecture shifts complicated graphical user interface (GUI) issues to the client. This way it allows using
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complicated widgets, like the ones used in desktop environments and allows the development of easier and more
versatile user interfaces.

We use a specific queuing technique in order to implement the necessary near real time feed of data from the application
to the Analyzer Application [58]. In addition to this data, entries obtained from the database log file are packaged and
sent to the analyzed too [80]. The traditional application sends log file data via a named queue to the analytics
application server. The RIA applications, on the other hand, have a less "interesting" log file to send. We try to avoid
modifying the measured application and in order to generate the needed data, the applications database is being
enhanced with triggers by the analyzer. An additional data table set is created. Once the triggers are activated, they
write to the appropriate tables of this additional data table set the necessary information. This new set of data tables is

constantly being polled by a data producer daemon and the information is fed to the analyzer in near real time.

A typical aspect of this implementation is presented in Figure 72 [58]. This example describes the steps that take place

whenever the Customer places an order.

This following scenario takes place when the user places an order:

1. The placement of the order by the customer starts this cycle and is the event of interest for this metric.
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1.1. In order to automatically intercept the order data, an after-insert trigger is placed in the orders table. This trigger
copies the order-id auto number unique key to the new table “transmitted”, which must be added to the e-shop database.
This new table could also reside in a separate database, in case the database administrators want to keep the e-shop

database changes and additions to a minimum. The contents of the transmitted table are kept simple. It includes just:
e Anauto number as a primary key.
e The foreign key order number.
e One bit, indicating if the transmission to the LFA is pending or not (0 or 1).

2. This table is polled periodically for any pending records by the queue producer.

3. If pending entries are located, based on the order number, all required additional information is gathered with the
appropriate left joins with other e-shop database tables and appropriate log file data and the resulting data structure is

engueued.

4. The queue consumer at the LFA server-side dequeues the information and
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4.1. Transforms and loads the data to the LFA database. From there the order data is made available to the web
application for presentation to the user.

10.8. BENEFITS

Mobile technologies and communication techniques commonly used in e-commerce applications can be extended in
such a way that will significantly enhance the shopping experience of traditional commerce. They can be extended and
can become hybrid systems, offering much better service to customers of traditional brick and mortar shops.

Typically, a consumer spends some time searching the Internet before making a purchase, comparing specificationsand
reading reviews. When visiting a traditional shop, the customer must rely on the words of the salesman. Three relatively
low-cost techniques make product information available to customers that carry portable devices like smart-phones or
tablets:

e Use of NFC tags for each product
e Use of iBeacons and

e Use of Quick Response codes (QR code) tags, attached to the exhibited products.

NFC tags provide the customer with a link which redirects the mobile web client to the product's web site entry,
providing all necessary information and details about the specific item, also allowing the customer to complete the
purchase electronically. The web server, hosting the e-shop, can only then have clues about the whereabouts of the
customer, when special NFC-tags are being used, intended for specific locations of the product.

iBeacons on the other hand, are low cost indoor operating devices, acting as micro-location awareness and positioning
systems, that transmit constantly in simplex fashion packages via Bluetooth low energy (BLE). Appropriate scanner -
applications on the mobile device notify the customer automatically upon approaching the product or place. Multiple
beacons can be processed simultaneously, and their unique codes can be used in order to identify the approximation of
the customer to specific items. The constant package transmission enables the web server to easily measure the time a
customer has spent studying any specific tagged item. The customer can automatically receive discount coupons or
offers in order to make any seemingly product of interest more attractive. Accessing beacons provides an almost
accurate geographical location of the customer inside the premises of the business and this geolocation is guaranteed.
The mobile application can automatically offer technical specifications, details and information about the product as
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well as similar or cross selling products. Finally, the electronic payment can take place via the mobile phone and the
personnel can arrange for the invoice, packaging and delivery of the product as soon as the customer reaches the exit

gate. In other words, the customer can start a transaction online and conclude it off-line.

At the same time the route of each customer and the times she spends deciding what to purchase can be analyzed,
similarly to the way it is analyzed by checking out the clicks on an e-shop browser. This can enhance the accuracy of
the profile of the customer and add additional granularity if used together to other techniques, without requesting
anything from the customer. If combined with data, extracted by the e-shop web analytics application will allow the
company to provide better and more accurate services and make products proposals, which can lead toa more gratifying
interaction and raise sales.

QR code tags can also allow the customer to receive information about products by redirecting straight to the e-shop
page of the specific item. If approached this way, then the location of the customer is not guaranteed, since accessing
through the special QR code could be requested by using a photograph of the code at any later time.

NFC and QR code reading are procedures that need to be demanded by the customer explicitly, while iBeacons will
work automatically if the customer has the Bluetooth of her mobile device turned on.

The customer must receive adequate information about the advantages of using the system as well as the information
that will be collected by the analytics application that will process the resulting interaction data.

Next section summarizes and redefines the problem and its dimensions. The input and output of the system is
followed by given solutions given and the approaches. The new solution platform and its mutations are summarized
and steps about developing and setting up the platform.
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11. CONCLUSIONS

A summary and redefinition of the problem and its dimensions is attempted in this section. The input
and output of the system is followed by given solutions given and the approaches. The new solution
platform and its mutations are summarized and steps about developing and setting up the platform.

In the near past logfiles were often faced as unnecessary overhead that had to be removed every week in order
to gain disk space. Their value was appreciated only in exception situations because they offered the only
possibility to reveal why the exception occurred. For web applications the value of the logfiles lies in the fact
that they hold time stamped details of the exact services provided and can be used as a solid base for analysis, in
order to gain insight into the requests, responds and the sequence of all occurrences. Primary goal of Analytics
applications is to collect metadata from every possible facet of the operational status and environment of an
application system, process it and provide useful insight to the operators and management. Since this research is
focused on web applications, the nature of the problem depends on technical details since it involves many layers
of software: operating systems, web servers, database management systems, middleware and applications.
Although log files are often viewed as byproducts of the operation of an application, the fact that they carry hard
evidence and facts about who, when and how has visited a site, but also about how the web site has responded,
render the as a very useful input for further analysis. Since access log files are very detailed semi-structured text
files of temporal nature since they contain a progressing time stamp in every line they can be loaded to databases

and running SQL queries can reveal metrics. (5. Web Analytics Systems/ 5.1. Analytics Goals)

The Analytics application provides answers to questions like: Path of the visitors’ session, total session time,
number of sessions over time, average speed of service, existence of wrong links, known bot recognition etc.

Many commercial analytics applications operate only with input stemming just from log files. The access log
file alone is enough as source of input for generating many metrics and visualizations, but the fact that vital
information it carries about each web site is contained within the HTTP GET parameters in an encoded form
poses a difficulty in comprehending the results. Nobody should be expected to know the product codes of the
requested pages. Strings like “?prodld=8 are not specific enough for human understanding or for use as labels
in visualizations.



Specifications and requirements were defined (7. Specifications and Requirements for the Analyzer Application
/ 7.2. Requirements). These specifications led to defining two classifications, (1) based on the way the analyzer

imports data from the log file and (2) based on the scope of input data.

The first classification includes: on-demand, near real time and hybrid analyzers.

The second classification of analytics applications based on the scope of their input includes: typel through 4.
Type 1 operates solely on the log file, Type 2 imports product category and item records from the operational
database and makes use of the description enhancing the visualizations and reports, Type 3 has a hybrid nature
since it makes use of the web server log file but uses a tagging system API in parallel and Type 4 is social media

aware.

A third special classification is discussed (10. Extending Use of the Analyzer for Physical Retail Stores), that
merges clickstream input from a web site with input generated by portable devices interacting with iBeacons and
NFC tags in the shopping floor of a businesses that operates e-commerce site in parallel with physical stores.

The input sources are the log file, database tables of the e-commerce site, web server configuration XML file
and serialized streaming of the log file if installed. As noted, web applications that make heavy use of JavaScript
and AJAX, usually rich Internet applications based on GWT for example generate reduced log files since the
communication with the web server is sparse because their paradigm shift gives more responsibilities to the
visitor’s client. The proposed solution is to enhance the missing log file details is described in “7. Specifications
and Requirements for the Analyzer Application / 7.4. Real-Time Analyzer” and is based on database triggers and

use a message broker to send the appropriate data to the analyzer.

The approach of this research has dealt to a large extent with the steps of the Quantitative Analysis Cycle of an
E-business Site [1] and provides insight into the operation of the web site.

The Analyzer provides the metrics and the insight necessary to get a performance overview of the status of the

web site. It is easy to extend and add features, reports, visualizations and capabilities. The modular architecture
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based on free software tools and libraries allows easy restructuring if needed. The system is hybrid according to
the first classification and can be converted to any type of the second classification by adding the appropriate
components. Currently the system runs on a separate machine than the e-commerce sites and puts very little load

on the web server where the producer daemons run.

Many metrics are built-in, and others are generated during the report generation phase, with SQL queries mostly
embedded in the XML file of each report. The report generation process receives a database connection object
from the connection pool and the appropriate parameters and is responsible for the query execution.

The output of the LFA includes reports, metrics, graphs, CBMG and SQL query results. Near real time statistics

and graphs can be viewed by a browser on the web.

The proposed solution is a hybrid system, which according to Clifton is safer to operate, supports more than one
e-commerce site, enhances the log file data with category and product descriptions from the e-commerce site.
Has influence the pattern of the log file format, supports rich applications, offers near real time capabilities and

is expandable and big data ready by moving the log file contents to a Hadoop HDFS and HBase.
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12. FUTURE WORK

The next version of the Analytics application should make heavier use of state -of-
the-art Big Data substructure available, should include machine learning
mechanisms and neural networks in order to allow predictive Analytics algorithms
and offer more additional data visualization options.

Software systems either evolve or die. The reason why all applications need permanent
attention, refinement and enhancements is because the entire environment they operate in
evolves with time and raises the need for them to adapt to these changes. These changes involve
every level and aspect of the environment. Starting from the system software, they run on, the
programming languages used to implement them, data sources, data repositories, input and
output format, ending to computational requirements and specifications and needs of the users

and the business. All these factors are subject to a constant evolution of their environments.

Analytics Application systems should also evolve in order to adapt to current technology trends
and advances and must comply to the growing needs and capabilities of the computational
environment and the progressing platforms. In order to make an application immune to the data
volume issues, higher involvement of Big Data technologies is a necessary option. The Hadoop
file system would allow the system to accommodate virtually unlimited sizes of log files and
detail data over years of operation. Apache Spark ecosystem can substitute the streaming

mechanisms, enhance real time processing speed and support machine learning algorithms.

A rewrite of the existing Java application in a functional programming language, preferably
Scala is a future work that will ease the transition to Resilient Distributed Datasets of Spark,

that can provide quicker responses and improved near real time speed for all requests even on

extremely large data sets.
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The current system, as has been developed, collects and prepares various data types that are
used for providing Analytics measurements. This data can be used as a base for predictive
Analytics. The Customer Behavioral Model Graph generates matrices that re gister the steps of
the visitor during every session. Algorithms that study and classify users according to their
behavior can be based on these matrices. Each is stamped with a unique session-1D. One when
users log into the e-commerce site with their credentials can they be identified uniquely.
Groupingall previous sessions collected over time for each user forms a base for predicting the
future steps by applyingmodels basedon Markov chainanalysis. The nextversionof the system
will be able to do exactly that. Moving the data to the Hadoop File System, the Analytics

application will become immune to data volume issues.

Data collected from various sources and streaming applications constantly extend the input and
storage needs, so a total shift to Big Data instead of using single machine file systems seems an
inevitable goal for every application with perpetually growing data on the long run. Log files
and historical data grow in volume very fast and often need to be available on line as the years
go by. The movetoa practically huge distributed file system like Hadoop, can preventhistorical
data from the need to be stored in offline storage and will allow any prediction systems to give
more accurate results, measure trends and tendencies, because they can be based on larger

datasets.

Machine learning techniques allow the computer to learn from data. Different techniquesand
algorithms support this activity. Three common existing types of machine algorithms are:

supervised, unsupervised and reinforcement algorithms.

Supervised learning algorithms process require input and output pairs for their training phase,
while unsupervised systems require only input data and not outputs. In general, supervised
algorithms are given example input and the associated output. This training step is repeated
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many many times and eventually, the algorithm becomes able to pick up a pattern between the
inputs and outputs. At this point when feeding it with new input, it will eventually predict the
output. The general way unsupervised algorithms work is by inputting only example input,
without the associated output. By repetition of this step, eventually the algorithm receives the
necessary training that allows it to cluster the input into groups and becomes capable after new
input is inserted, to predict the cluster it belongs to. Finally, reinforcement algorithms perform
similar to supervised, but are more sophisticated since they include agents that promote

autonomous learning by trying to receive more positive than negative rewards.

Artificial neural networks are fundamental for deep learning. Their structure resembles that of
the human brain and the interconnected biological neurons. The advances in computing speed
and capacity and frameworks thatdeal with performing linear algebraic computations with huge
matrices and large vectors of nodes allow applying different weights to large numbers of node

neurons states.

Predictive Analytics would also enhance the value of the analyzer. Predictions of estimated
expected load over periods of time may generate precaution reports for the e-commerce site and
allow it to suggest orderingand reservingmerchandise and items thatare predicted to be needed

before any reorder levels have been reached and before.

Since the analyzer application collects full sets of interaction data from multiple facets
concerning the operation of e-commerce sites and all customer interactions over time this data
can be easily used as the basis for training a neural network. The model could analyze cu stomer
reviews and classify them as positive, negative or neutral, find if customers have read them
before purchasingitems, cluster productsaccordingto popularity and provide recommendations

based on previous purchases.
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Predictions can be applied in orderto reveal general tendencies, basedupon pastexperience and
trendsand will offeradvice, concerningproduct mix and stock, aswell as pointoutslow moving
items, that should be discontinued and have to be offered with discounted pricing, in order to
reduce the existing product stock. A neural network can be used for the evaluation of customers

loyalty and customize discounts for them as soon as they are recognized. At this point having

Visualizations are also becoming smarter and their interactivity can provide intuitive and useful
interfaces for manipulating, selecting and summarizing large data quantities.

The data collection can be used as a base for settingup neural networks for recognizing pattems.
The neural network can be trained on samples of the data and make predictions by detecting

similar patterns in customer visits. The product reviews can be analyzed textually and

Another future goal is to apply machine learning algorithms on Analytics data. As the database
grows, the which will provide support for business decisionsand allow usersto get the most out
their big data.

Finally, the merger of the application with physical stores opens a very interesting range of
connections with devices that is can be viewed as application extension in the area of Internet

of Things.
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In general, any modular Analytics application can be viewed as a large data and meta data
source, that are prepossessed and easily capable of integration into any extension and any

external application for further processing.

197



13. LITERATURE

[1] D.A. MenascéandV. A. F. Almeida, Scaling for E-Business, Upper Saddle River, New Jersey
07458: Prentice Hall PTR, 2000.

[2] D.Menascéand V. Almeida, "Challenges InScaling EBusiness Sites," in Proc. 2000 Computer
Measurement Group, Orlando, FL, 2000.

[3] "Global Trends in Online Shopping 2010," 31 Oct 2019. [Online]. Available:
https://www.nielsen.com/wp-content/uploads/sites/3/2019/04/Q1-2010-GOS-Online-
Shopping-Trends-June-2010.pdf.

[4] "The Need For Speed Il," Zona Market Bulletin, ZONA Research, Issue 5, p. 1, 2001.
[5] "The Web Robots Pages," 31 Oct 2019. [Online]. Available: https://www.robotstxt.org/.

[6] D.Menascé, R. Riediand P. F., "Analyzing Web robots and their impact on caching," in Proc.
Sixth Workshop Citeseer, 2001.

[7] L.Destailleur, "AWStats official web site," 2019. [Online]. Available:
https://awstats.sourceforge.io/.

[8] S. Turner,"Analog6.0," February 2010. [Online]. Available: http://www.analog.cx.

[9] J.Burby,S. Atchison and J. Sterne, Actionable web Analytics: using data to make smart business
decisions, Willey Publishing, 2007.

[10] B. Erinle, Performance Testing withJMeter 2.9, Birmingham: Packt Publishing Ltd., 2013.

[11] S. Saxena and S. Gupta, Practical Real-time Data Processing and Analytics: Distributed
Computing and Event Processing using Apache Spark, Flink, Storm, and Kafka, Birmingham:
Packt Publishing Ltd., 2017.

[12] R. Kimball and R. Merz, The Data Webhouse Toolkit: Building the Web-Enabled Data
Warehouse, New York: John Wiley & Sons, Inc. , 2000.

[13] R. Kimball and J. Caserta, The Data Warehouse ETL Toolkit: Practical Techniques for Extracting,
Cleaning, Conforming, and Delivering Data, Indianapolis: Wiley Publishing, Inc., 2004.

[14] R. Kimball and M. Ross, The Data Warehouse Toolkit: The Definitive Guide to Dimensional
Modeling, Indianapolis: Wiley, 2013.

[15] R. Saxena and A. Srinivasan, Business Analytics: A Practitioner’s Guide, New York: Springer-
Verlag, 2013.

198



[16] M. E. Tyler and J. Ledford, Google Analytics, Indianapolis: Wiley Publications, 2006.
[17] J. L. Ledford and M. E. Tyler, Google Analytics 2.0, Indianapolis: Wiley Publishing, Inc., 2007.

[18] J. L. Ledford, J. Teixeira and M. E. Tyle, Google Analytics, 3rd Edition, Indianapolis: Wiley
Publishing, Inc., 2010.

[19] B. Clifton, Advanced Web Metrics with Google Analytics, Indianapolis, Indiana: Wiley Publishing,
Inc., 2008.

[20] B. Clifton, Advanced Web Metrics with Google Analytics, Second Edition, Indianapolis, Indiana:
Wiley Publishing, Inc., 2010.

[21] B. Clifton, Advanced Web Metrics with Google Analytics, Indianapolis: John Wiley & Sons, Inc.,
2012.

[22] B. Clifton, Successful Analytics: Gain Business Insights by Managing Google Analytics, Advanced
Web Metrics Ltd, 2015.

[23] L. W. D. V. A. A. Daniel A. Menasce, Performance by Design: Computer Capacity Planning by
Example, Prentice Hall, 2004.

[24] R. Sanders, 42 Rules for Applying Google Analytics. A practical guide for understanding web
traffic, visitors and analytics, Silicon Valley, California: Super Star Press™, a Happy About®
imprint, 2012.

[25] P. Baldi, P. Frasconiand P. Smyth, Modeling the Internet and the Web: Probabilistic Methods
and Algorithms, Chichester, West Sussex: John Wiley & Sons, 2003.

[26] E. Ayanoglu, Y. Aytas and D. Nahum, Mastering RabbitMQ, Birmingham: Packt Publishing, 2015.
[27] S. Haunts, Message Queuing with RabbitMQ Succinctly, Morrisville: Syncfusion, Inc., 2015.
[28] G. M. Roy, RabbitMQin Depth, Shelter Island, NY: Manning Publications Co., 2017.

[29] L. Grinshpan, Solving enterprise applications performance puzzles: queuing models to the
rescue, Hoboken, New Jersey: IEEE Press, John Wiley & Sons, Inc., Publication, 2012.

[30] S. St. Laurent, Introducing Erlang: Getting Started in Functional Programming, O'Reilly, 2017.

[31] B. Ellis, Real-Time Analytics: Techniques to Analyze and Visualize Streaming Data, Indianapolis:
John Wiley & Sons, Inc., 2014.

[32] G. Szabo, G. Polatkan, O. Boykin and A. Chalkiopoulos, Social Media Data Mining and Analytics,
Indianapolis: John Wiley & Sons, Inc., 2019.

[33] I. Horton, Ivor Horton's Beginning Java, Indianapolis, Indiana: John Wiley & Sons, Inc., 2011.

199



[34] T. Khare, Apache Tomcat 7 Essentials, Birmingham: Packt Publishing Inc., 2012.
[35] A. Vukotic and J. Goodwill, Apache Tomcat 7, Apress, 2011.

[36] C. Mehta and others, MySQL 8 Administrator’s Guide, Packt Publishing, 2018.
[37] J. Murach, Murach’s MySQL 2nd Edition, Mike Murach & Associates, 2015.
[38] R. Bharathan, Apache Maven Cookbook, Packt Publishing, 2015.

[39] M. Helmke, A. Hudson and P. Hudson, Ubuntu Unleashed 2019 Edition: Covering 18.04, 18.10,
19.04, 13th Ed, Indianapolis, Indiana: SAMS, Pearson Education, 2019.

[40] J. LaCroix, Mastering Ubuntu Server Second Edition, Birmingham: Packt Publishing Ltd., 2018.

[41] T.lgoe, D. Colemanand J. Brian, Beginning NFC Near Field Communication with Arduino,
Android, and PhoneGap, Sebastopol, CA: O'Reilly Media, 2014.

[42] C. Gilchrist, Learning iBeacon, Birmingham: Packt Publishing Ltd., 2014.
[43] M. S. Gast, Building Applications with iBeacon, Sebastopol, CA: O’Reilly Media, Inc., 2014.

[44] O. Campesato, Regular Expressions Pocket Primer, Dulles: Mercury Learning and inforMation
LLC., 2019.

[45] Z. Nagy, Regex Quick Syntax Reference: Understanding and Using Regular Expressions, Berlin:
Apress, 2018.

[46] B. Forta, Learning Regular Expressions, Addison-Wesley, 2018.

[47] K. Sharan, Beginning Java 8 Fundamentals: Language Syntax, Arrays, Data Types, Objects, and
Regular Expressions, Apress, 2014.

[48] M. Fitzgerald, Introducing Regular Expressions, Sebastopol, CA: O’'Reilly Media, Inc., 2012.
[49] B. Erinle, JMeter Cookbook, Birmingham: Packt Publishing Ltd., 2014.
[50] E. Halili, Apache JMeter, Birmingham: Packt Publishing Ltd., 2008.

[51] A. Tacy, R. Hanson, J. Essingtonand T. Anna, GWT in Action, Shelter Island, NY: Manning
Publications Co., 2013.

[52] D. Guermeur and A. Unruh, Google App Engine Java and GWT Application Development,
Birmingham, UK: Packt Publishing Ltd., 2010.

[53] "GWT Tutorial," Tutorials Point (I) Pvt. Ltd., 2015. [Online]. Available:
https://www.tutorialspoint.com/gwt/index.htm. [Accessed 02 02 2018].

200



[54] B. Sosinsky, Cloud Computing Bible, Indianapolis, Indiana: Wiley Publishing, Inc., 2011.

[55] M. Schrenk, Webbots, Spiders, and Screen Scrapers: A Guide to Developing Internet Agents with
PHP/CURL, San Francisco, CA: No Starch Press, Inc., 2007.

[56] B. Clifton, "Web Traffic Data Sources & Vendor Comparison," May 2008. [Online]. Available:
http://webanalytic.yolasite.com/resources/data/web-data-sources.pdf.

[57] P. Vassiliadis and A. Simitzis, Near Real Time ETL, S.Kozielski, Robert Wrembel, Springer, 2009.

[58] C.J. Aivalis and A. C. Boucouvalas, "Future Proof Analyrics Techniques for Web 2.0
Applications," in TEMU 2014, Heraklion, 2014.

[59] G. Hohpe and B. Woolf, Enterprise Integration Patterns: Designing, Building and Deploying
Messaging Solutions, Melrose: Addison-Wesley, 2003.

[60] B. Unhelkar, Software Engineering with UML, Boca Raton, FL: Auerbach Publications, CRC PRESS,
Taylor & Francis Group, 2018.

[61] G. Toffoli, The Definitive Guide to iReport, New York: Apress, Springer-Verlag, 2007.
[62] B. Siddiqui, JasperReports 3.6 Development Cookbook, Birmingham: Packt Publishing Ltd., 2010.

[63] A. C. Boucouvalas and C. J. Aivalis, "An Eshop log file analysis toolbox," in CSNDP, Newcastle,
2010.

[64] P. Schieber, "The Wit and Wisdom of Grace Hopper," Yale University, April 1987. [Online].
Available: http://www.cs.yale.edu/homes/tap/Files/hopper-wit.html. [Accessed January 2020].

[65] D. Laney, "3D Data Management: Controlling Data Volume, Velocity, and Variety," Gartner Inc.
META Group Inc, 6 February 2001. [Online]. Available: https://blogs.gartner.com/doug-
laney/files/2012/01/ad949-3D-Data-Management-Controlling-Data-Volume-Velocity-and-
Variety.pdf. [Accessed 1 May 2020].

[66] S. Grimes, "Big Data: Avoid 'Wanna V' Confusion," 7 8 2013. [Online]. Available:
https://www.informationweek.com/big-data/big-data-analytics/big-data-avoid-wanna-v-
confusion/d/d-id/1111077?. [Accessed 01 05 2020].

[67] P. Warden, Big Data Glossary, Sebastopol, CA: O'Reilly Media Inc., 2011.

[68] S. Ghemawat andJ. Dean, 2020. [Online]. Available:
https://static.googleusercontent.com/media/research.google.com/en//archive/mapreduce-
0sdi04.pdf. [Accessed 10 February 2020].

[69] A. Holmes, Hadoopin Practice, 2nd Edition, Shelter Island, NY: Manning, 2014.

201



[70] A. C. Murthyand others, Apache Hadoop YARN: moving beyond MapReduce and batch
processing with Apache Hadoop 2, Addison-Wesley, 2014.

[71] "Spark Apache History," [Online]. Available: https://spark.apache.org/history.html. [Accessed
15 June 2019].

[72] S. R. Alapati, Expert Apache Cassandra Administration, Flower Mound: Apress, 2018.

[73] K. Ting and J. J. Cecho, Apache Sqoop Cookbook, Sebastopol, CA: O’Reilly Media, Inc., 2013.
[74] D. Du, Apache Hive Essentials Second Edition, Birmingham: Packt Publishing Ltd., 2018.
[75] P. Giacomelli, Apache Mahout Cookbook, Birmingham: Packt Publishing, 2013.

[76] D. Lyubimov and A. Palumbo, Apache Mahout: Beyond MapReduce, CreateSpace Independent
Publishing Platform, 2016.

[77] F. Provost and T. Fawcett, Data Science for Business, O'Reilly, 2013.

[78] "A Guide to Beacons," 2015. [Online]. Available: http://www.ibeacon.com/what-is-ibeacon-
aguide-to-beacons/.

[79] "“E-Commerce Shifts into Higher Gear", a global Nielsen Consumer," February 2015. [Online].
Available: http://ir.nielsen.com/files/doc_financials/Nielsen-Global-Ecommerce-Report-August-
2014.pdf.

[80] R. Kimball and M. Ross, The Data Warehouse Toolkit 2nd Edition, Willey Computer Publishing,
2002.

[81] C.J. Aivalis and A. C. Boucouvalas, "Log File Analysis of E-commerce Systems in Rich Internet
Web 2.0 Applications," in PCl, Kastoria, 2011.

[82] A. Holmes, Hadoopin Practice ISBN 9781617292224, Manning, 2014.

[83] "Apache Spark History," 15June 2019. [Online]. Available:
https://spark.apache.org/history.html.

[84] "Hadoop YARN," 14 June 2019. [Online]. Available:
https://hadoop.apache.org/docs/current/hadoop-yarn/hadoop-yarn-site/YARN.html.

[85] R. Kimball and M. Ross, Relentlessly Practical Tools for Data Warehousing and Business
Intelligence, Second Edition, Indianapolis: John Wiley & Sons, Inc., 2016.

[86] M. Watson, "8 Key Application Performance Metrics & How to Measure Them," 12 June 2019.
[Online]. Available: https://stackify.com/application-performance-metrics/.

202



[87] J.Li, L. Xu, L. Tang, S. Wang and L. L. a, "Big data in tourism research: Aliterature review,"
Tourism Management, pp. 301-323, 2018.

[88] S. Ghemawat andJ. Dean. [Online]. Available:
https://static.googleusercontent.com/media/research.google.com/en//archive/mapreduce-
0sdi04.pdf. [Accessed 1002 2020].

[89] A. C. Murthyand others, Apache Hadoop YARN: moving beyond MapReduce and batch
processing with Apache Hadoop 2 ISBN-13: 978-0-321-93450-5, Addison-Wesley, 2014.

203



204



THEEND

205



206



