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Abstract

microRNAs (or miRNAs) are short RNA molecules that play a crucial role in the
regulation of gene expression, i.e. the production of proteins, which are important
structural and functional components of a cell. miRNAs silence genes by binding to
them, thus blocking the production of the respective protein. However, the mecha-
nisms underlying miRNA function are often very complex; combined with the fact
that the number of miRNAs in a given organism ranges in the order of thousands,
it becomes evident that utilizing experiments in a wet lab is a lengthy, arduous and
often expensive process. Additionally, scientists may be interested to compare dif-
ferences in miRNA expression between diseased and healthy individuals and need to
quantify them, using statistical methods. For this reason, Bioinformatics researchers
developed in-silico methods and algorithms like miRNA enrichment analysis, which
is a statistical technique to predict whether a set of miRNAs is likely to affect a
certain biological function. One of the most recent such approaches is the unbiased
miRNA functional enrichment analysis, which relies on a considerably large number
of set operations and consequently, it leads to execution times in the order of hours
or days.
In this thesis, we strive to make the unbiased miRNA enrichment, a computation-

ally-intensive, data-driven analysis, more scalable by utilizing data management and
other computer science techniques. Initially, we examine the performance of data
structures called bit vectors in comparison to hash tables as a set representation tech-
nique and propose a new hybrid approach to reduce the execution time of the analysis.
Moreover, we optimize miRNA enrichment by introducing two novel indices, utilized
in order to reduce redundant set participation operations and filter out potentially
insignificant associations between miRNAs and biological functions. Additionally, we
showcase that the state-of-the art unbiased enrichment suffers from reduced sensitiv-
ity to false negatives and we propose a modification to its statistics engine in order to
increase its quality. Furthermore, we propose an approach using supervised machine
learning methods to predict approximate p-values in real time, instead of executing
a full analysis. Finally, we introduce data management and processing techniques
during the design of online miRNA analysis tools to achieve analyses in almost real-
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time; also, we try to address the need for a platform facilitating reproducible and
scalable execution of containerized software in a Cloud environment, consisting of
heterogeneous machines.



Περίληψη

Τα microRNA (ή miRNA) είναι μόρια RNA μικρού μήκους που παίζουν έναν πολύ
σημαντικό ρόλο στη ρύθμιση της γονιδιακής έκφρασης, δηλαδή την παραγωγή πρωτεϊ-
νών, οι οποίες αποτελούν σημαντικά δομικά και λειτουργικά τμήματα ενός κυττάρου.
Τα miRNA «αποσιωπούν» τα γονίδια μέσω της πρόσδεσής τους με αυτά, σταματώντας
την παραγωγή της αντίστοιχης πρωτεΐνης. Παρόλα αυτά, οι μηχανισμοί που διέπουν
τη λειτουργία των miRNA είναι συνήθως αρκετά περίπλοκοι και σε συνδυασμό με το
γεγονός ότι ο αριθμός των miRNA σε κάποιον οργανισμό μπορεί να φτάσει τις αρ-
κετές χιλιάδες, γίνεται αντιληπτό ότι τα πειράματα σε ένα εργαστήριο μπορεί να είναι
μια μακρά, δύσκολη και συχνά ακριβή διαδικασία. Επιπρόσθετα, κάποιοι επιστήμονες
ενδιαφέρονται να συγκρίνουν τη γονιδιακή έκφραση ανάμεσα σε υγιή άτομα και άτομα
που νοσούν από κάποια ασθένεια και χρειάζεται να ποσοτικοποιήσουν αυτή τη διαφο-
ρά μέσω στατιστικών μεθόδων. Για αυτό το λόγο, ερευνητές Βιοπληροφορικής έχουν
αναπτύξει μεθόδους προσομοίωσης και αλγορίθμους σε υπολογιστή όπως η Ανάλυση
εμπλουτισμού miRNA, η οποία αποτελεί μια στατιστική τεχνική πρόβλεψης του κατά
πόσο ένα σύνολο από miRNA μπορεί να επηρεάζει μια βιολογική λειτουργία. Μία από
τις πρόσφατες προσεγγίσεις τέτοιων αναλύσεων αποτελεί ο αμερόληπτος λειτουργικός
εμπλουτισμός για miRNA, που βασίζεται σε έναν σημαντικά μεγάλο αριθμό πράξεων
μεταξύ συνόλων και με αυτόν τον τρόπο, οδηγεί σε χρόνους εκτέλεσης που έχουν τάξη
μεγέθους ώρες ή ακόμα και μέρες.
Στη διατριβή αυτή επιδιώκουμε να δώσουμε στον αμερόληπτο εμπλουτισμό miRNA,

που αποτελεί μια υπολογιστικά εντατική δεδομενοκεντρική ανάλυση, μια πιο κλιμακώ-
σιμη μορφή, χρησιμοποιώντας τεχνικές διαχείρισης δεδομένων και άλλες μεθόδους της
επιστήμης υπολογιστών. Αρχικά εξετάζουμε την απόδοση μια δομής δεδομένων, που
ονομάζεται διανύσμα από bit, σε σύγκριση με την απόδοση των πινάκων κατακερματι-
σμού για αναπαράσταση συνόλων και προτείνουμε μία νέα, υβριδική προσέγγιση για τη
μείωση του χρόνου εκτέλεσης. Παράλληλα, βελτιστοποιούμε την ανάλυση εισάγοντας
δύο νέα ευρετήρια που χρησιμοποιούνται για την εξάλειψη πράξεων συνόλων που εκτε-
λούνται περισσότερες από μία φορές καθώς και για να φιλτράρουν πιθανά στατιστικά
ασήμαντες συσχετίσεις ανάμεσα σε miRNA και βιολογικές λειτουργίες. Επιπρόσθετα,
δείχνουμε ότι η τεχνολογία αιχμής παρουσιάζει μειωμένη ευαισθησία στα ψευδώς αρνη-
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τικά αποτελέσματα και επίσης προτείνουμε μία τροποποίηση στον στατιστικό πυρήνα
της ανάλυσης προκειμένου να αυξήσουμε την ποιότητά της. Επιπλέον, προτείνουμε μία
προσέγγιση πρόβλεψης p-values σε πραγματικό χρόνο αντί του πλήρους αναλυτικού
υπολογισμού μέσω της χρήσης εποπτευόμενων τεχνικών μηχανικής μάθησης. Τέλος,
εισάγουμε τεχνικές διαχείρισης και ανάλυσης δεδομένων κατά τη σχεδίαση διαδικτυα-
κών εργαλείων, προκειμένου να επιτύχουμε αναλύσεις πραγματικού χρόνου. ταυτόχρονα
προσπαθούμε να καλύψουμε την ανάγκη για μια πλατφόρμα που διευκολύνει την ανα-
παραγωγή και την κλιμακώσιμη εκτέλεση κιβωτιοποιημένου λογισμικού σε περιβάλλον
Νέφους που αποτελείται από μηχανές με ετερογενή χαρακτηριστικά.
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Chapter 1

Introduction

Since the discovery of the DNA helical structure in 1969, the study of nucleic
acids (DNA and RNA) has advanced significantly with the aim of discovering the
mechanisms of life as well as curing disease. The field of Biology that deals with
nucleic acid research is known as Genomics. However, experiments in Genomics are
mainly performed in-vitro or in-vivo, often requiring expensive materials and consent
to be performed. Another issue is that the information contained in genetic material
is vast and complex and often implicates more than one set of molecules concur-
rently, leading to a large network of interactions that often need to be explored. It
becomes evident, that such an undertaking is complex bringing about the develop-
ment of Bioinformatics. Bioinformatics usually involves in-silico techniques to model
and simulate experiments in order to accurately predict their outcomes.
The field of Bioinformatics itself is divided in many fields; one of them deals

with short RNA molecules, that do not have the capacity to produce proteins, called
microRNAs (or miRNAs). Even though miRNAs are not responsible for producing
proteins, their role in protein production regulation is significant. More specifically,
miRNAs can influence whether a protein will be produced or not by binding to specific
genes, thus preventing them from producing the respective proteins. This immedi-
ately implies that dys-regulation of miRNAs in tissues can lead to biological function
disorders and indeed, many miRNAs have been linked to human diseases [LK12].
Moreover, different miRNAs can simultaneously affect one or more biological pro-
cesses and simultaneously increase or decrease the combined impact on it.
Consequently, it is easy to understand why many methods have been developed,

in order to predict the involvement of miRNAs in a variety of biological processes
and the impact that miRNA function perturbation has on them. One such method is
miRNA functional enrichment analysis that uses statistical methods to measure the
effect of a group of miRNAs on a biological function, leveraging openly-accessible,
published data sets. This method usually involves Fisher’s exact test [Fis92], a statis-
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1.1. Motivation

tical test commonly used for association testing of two characteristics in a population
of objects. The test utilizes the hypergeometric distribution and it is a very popu-
lar method with published research. However, in recent years, it was shown that it
presents a bias stemming from a variety of factors that cannot be easily eliminated.
This led to the development of the unbiased miRNA enrichment analysis, that takes
advantage of the empirical (observed) distribution of the data through the utilization
of a randomization test. The unbiased miRNA enrichment analysis is based on the
calculation of a statistical measure called left-sided overlap, which relies mainly on
union and intersection set operations. Given a group containing n miRNAs under
examination, the randomization test involves the production of the empirical distri-
bution, i.e. randomly assembled miRNA groups with the same size as the initial one.
Then the left-sided overlap is calculated for each permutation and the groups are
sorted based on the result of this calculation. This is the empirical distribution and
the sample of interest is compared against it in order to calculate an empirical p-value.
It becomes evident that in order to produce the empirical distribution, all possible
permutations of the data must be calculated. This means that such techniques can
become impossible to approach in a reasonable time frame and thus, Monte Carlo
simulations are usually preferred.
Still, even such simulations are very computationally intensive. This usually mo-

tivates software developers to scale their software based on methods like data-level
parallelism, in order to reduce execution times. Another trend in Bioinformatics in
the last few years is the use of containerized software, which means software that
is packaged along with all libraries and dependencies on a simple image. The image
then is used as a template to create a temporary virtual machine that executes the
software and is then deleted. Combined with a cloud infrastructure and an orches-
tration software like Kubernetes1, the execution of multiple analyses at the same
time is facilitated. However, current approaches require programmatic access and a
dedicated DevOps engineer that can schedule the execution of the software.

1.1 Motivation
As mentioned in the previous section, most software approaches to the unbiased

miRNA enrichment analysis tend to leverage parallelism instead of other approaches
in order to make the required execution time more manageable. This work initially
aimed to introduce speedup of the unbiased miRNA enrichment analysis, by utilizing
better performing data structures as well as techniques like indexing, to both ac-
celerate set operations and reduce operations that are performed redundantly. These

1https://kubernetes.io/
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methods apply to both single- as well as multi-processor settings. During the course of
this work, however, it became evident that the left-sided overlap used by the analysis
presents reduced sensitivity regarding false positives and a new statistical measure
was introduced. Evidently, the vast majority of this work relies on computationally
intensive experiments, that require a lot of resources for experiment execution. The
use of these resources was facilitated through the utilization of containerized software,
in conjunction with a Kubernetes cloud infrastructure. However, this highlighted the
need for a platform that can help facilitate experiment execution, through an intu-
itive web interface, while taking advantage of the scalability of Kubernetes clouds. For
this reason, we developed a user-friendly platform that allows researchers to execute
containerized software, leveraging the underlying cloud infrastructure. Moreover, the
system utilizes the RO-crate standard2, which is an approach to packaging research
data, along with their metadata to facilitate reproducibility of scientific experiments.

1.2 Contribution
The contribution of this work consists of the following points:

• We studied the computational requirements and examined the performance
bottlenecks of the unbiased miRNA functional enrichment analysis.

• We investigated the performance of different data structures, namely hash ta-
bles and bitsets, in regards to their effectiveness in unblocking the identified
bottlenecks. Moreover, we developed BUFET, a tool that utilises the results of the
aforementioned investigation to boost the speed of the unbiased miRNA func-
tional enrichment analysis. To achieve an even greater speed boost in the case
of multi-core environments, we exploited multithreading to implement parallel
execution of the analysis. Then, we performed an extensive evaluation of BUFET
to demonstrate its efficiency. BUFET outperforms the state-of-the-art approach
in all scenarios (in many cases by an order of magnitude).

• We introduced two novel indices to facilitate the efficient execution of random-
ization tests, the Frequent Itemset Index (FII) and the Significance Level Index
(SLI). Furthermore, we implemented a novel approach that exploits the FII
index to avoid redundant computations and significantly decrease execution
times. In addition to that we developed a second approach that combines both
indices (FII and SLI) to not only eliminate statistically insignificant associa-
tions but also vastly reduce the number of computations required. Moreover,

2https://www.researchobject.org/ro-crate/
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we conducted comprehensive experiments showing that the use of our indices
introduces significant speedup; more specifically, the approach combining both
indices outperforms the state-of-the-art by an order of magnitude.

• We demonstrated that when the bias in miRNA functional enrichment analysis
is removed, a new source of bias, related to gene annotations, is highlighted; this
bias results in reduced sensitivity. In order to remove this bias, we modified the
state-of-the-art statistical test and introduced a new statistical measure that
increases the sensitivity of the test. Moreover, we designed BUFET2, a new
version of BUFET, that implements the modified statistical approach. At the
same time, we performed extensive experimental evaluation, which shows that
BUFET2 is indeed more sensitive to false negative results in comparison to the
state-of-the-art statistical approach.

• In order shorten to p-value production times even further, we attempt to predict
approximate p-values by using supervised Machine Learning (ML) techniques.
For this reason, we introduce a novel ML approach for miRNA enrichment anal-
ysis. To this end, we framed the problem, created an appropriate dataset and
engineered several features. Furthermore, we determined a shortlist of promis-
ing machine learning problems, trained them using the cross-validation method
and fine-tuned their parameters in to determine the best models for our case.
Our approach shows that the best model demonstrates MAE = 0.048.

• We applied data management techniques to three online tools for miRNA anal-
ysis, in order facilitate data analysis by Bioinformatics researchers in almost
real-time.

• Taking into account the need for experiment reproducibility, as well as the easy
execution of containerized software, utilizing a Cloud infrastructure, we intro-
duced a novel system that facilitates scalable execution of containerized software
inside a Kubernetes cloud. The system promotes reproducibility through the
use of RO-crates, a standard that is gaining popularity with each passing year.
This system was also used to perform the experiments outlined in Chapter 5.

1.3 Structure of this thesis
The structure of this thesis consists is as follows: in Chapter 2 we introduce back-

ground knowledge related to the subject of this thesis, in order to assist the reader.
In Chapter 3 we present the utilization of data-driven techniques in the unbiased
miRNA enrichment; we also show how a speedup of an order of magnitude compared
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to the state-of-the art was achieved. In Chapter 4 we introduce two novel indices for
use by the unbiased miRNA enrichment and present an extensive evaluation which
illustrates that the combined effect of the two indices leads to a further decrease in
execution times by an order of magnitude. Moreover, Chapter 5 we recognize that the
unbiased miRNA enrichment suffers from reduced sensitivity to false negatives and
we establish a modification in the statistical engine of the analysis to amend this is-
sue. In Chapter 6 we demonstrate the use of supervised machine learning techniques,
exploiting the knowledge accumulated in the previous chapters, in order to select ap-
propriate features and train a variety of models. Then, we evaluate the performance
of these models and utilize the one with the best performance. Finally, in Chapter 7
we introduce three online tools that are useful in miRNA analysis, for which data
management and indexing techniques were utilized; additionally, we introduce a new
platform that takes advantage of containerization techniques and machine learning to
facilitate reproducible research and elastic use of resources respectively. This platform
was used to perform experiments for the work introduced in Chapter 5.
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Chapter 2

Background and related work

Proteins are considered to be the fundamental building blocks of life, that are
also responsible for a wide variety of biological functions. Examples include proteins
that are used as construction materials for cells (e.g. their membrane), enzymes that
catalyze specific chemical reactions (e.g. the metabolizing of alcohol) or even proteins
that are utilized during the production of other proteins.
The information for protein production is encoded in a chemical polymer called

Deoxyribonucleic Acid (DNA). This polymer does not consist of a signle molecule,
but rather 4 almost identical chemical molecules, called bases. These 4 bases are
called Thymine (denoted by T), Adenine (denoted by A), Guanine (denoted by G)
and Cytocine (denoted by C). A sequence of interconnected bases constitutes a single
strand of DNA. This strand is interconnected using the phosphoric acid part of the
base molecule and it leaves the base end of the molecule dangling. This free part is
able to create a bond with another base in a complementary fashion, i.e. G is only
able to bind itself to the free end of C and T can only create a bond with A. This is
called base complementarity and it leads to the creation of a sequence of bases, which
is complementary to the first strand. The two strands of DNA are bound together
using the base complementarity, thus creating a double-stranded DNA helix.This
DNA helix is then organized in chromosomes and each chromosome is responsible for
producing a very large number of proteins.
The information regarding protein production is in fact the DNA sequence itself

and it is organized in segments of DNA called genes. Each gene is responsible for
producing one or more proteins through the process of transcription and translation
of that gene.
Gene transcription is the process where the double-stranded helix unfolds and one

of the strands is “copied” using base complementarity into a Ribonucleic Acid (RNA)
segment. RNA is a molecule with a similar structure as DNA, where Thymine is sub-
stituted with Uracile (denoted by U) and can complementarily bind to DNA where

7



2.1. Gene expression between healthy and diseased states

U binds with A. For example, given a DNA sequence GATTACCA the RNA sequence
produced (transcript) will be CUAAUGGA. After the process of gene transcription, the
transcript undergoes a removal of certain segments, called introns and the final tran-
script, also known as messenger RNA (or mRNA), only consists of the remaining
segments called exons. Depending on which protein will be produced, different seg-
ments of the same gene are regarded as introns and removed and this immediately
implies that a single DNA gene can produce a multitude of different proteins.
After a gene is transcribed, the mRNA undergoes the process of translation where

a molecular complex called ribosome, consisting of proteins and RNA, binds to it and
begins assembling the protein. Based on the RNA sequence, the ribosome gathers
different amino-acids and “glues” them together to produce the final product, which
is the protein. Then the mRNA is either used a few times before it degrades, or
it is disassembled immediately after translation and its bases are reused for new
transcripts. The whole process from DNA unfolding to protein production is called
gene expression.

2.1 Gene expression between healthy and diseased
states

It has been observed that genes can present different expression between diseased
and healthy tissues. Investigating such differences can assist researchers in under-
standing the pathology of diseases with the aim of treating them [REJ17]. In order
to calculate this difference, tissues regarding a disease are first sampled and the level
for the expression of each individual gene is quantified using methods like microar-
rays or RNA-seq. These methods essentially count the number of transcripts (mRNA)
produced by each gene in the sample, which in turn translates to the amount of pro-
teins that will be produced for that gene. This is why the terms gene, transcript and
protein can be used interchangeably. The process is then repeated for the tissues of
a healthy individual and the expression levels of each gene are estimated once more.
Finally, the gap between the gene quantities in each state is bridged by using Dif-
ferential Expression Analysis (or DEA in short). DEA utilizes statistical methods to
calculate how large the change in the transcript count is between the two states by
using algorithms like LIMMA [RPW+15], DESeq [AH10], edgeR [RMS09], etc.
Each of these algorithms produces relevant statistics like fold change, denoting

the amount of change between the two states, and p-value, essentially denoting the
probability that a gene presents a large enough change between the two states. Genes
that demonstrate a p-value≥ 0.05 are called differentially expressed.

8
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2.2 Linking differentially expressed genes with gene
classifications

The explosion of compute resource capabilities and availability in the 1990’s al-
lowed several initiatives, which map genes to specific biological functions, to form.
These initiatives annotate genes, either automatically or manually, and provide data
sets which contain gene-to-biological-function data sets. Most prominent in this effort
are the Gene Ontology [The18][ABB+00] and the KEGG pathway [KSK+16][KG00a]
data sets. Other resources include DisGeNET [PRASP+19a], Medical subject Head-
ings (MeSH) [ROG63], PsyGeNET [GSGV+15], OMIM [HSA+05] and others.
The Gene Ontology (GO) is a major bioinformatics initiative that attempts to

unify the representation of genes and gene products across all species. The ontology
consists of a set of classes (or terms, or concepts) that map each gene to one or
more specific biological functions. In 2010 the majority of terms (about 98%) was
automatically curated; however in order to increase accuracy, in 2019 only about 30%
of the annotations are automatically inferred, while the rest are manually curated.
The GO is covers three large domains:

• cellular component: the components of a cell or the environment outside it,

• biological process: operations or molecular events relevant to the function of
units of life like cells, tissues, organs and organisms and

• molecular function: the interaction of a gene product at the molecular level
pertinent to chemical reactions like protein binding or participation in a reaction
as a catalyst.

The KEGG (Kyoto Encyclopedia of Genes and Genomes) pathway database is a
collection of manually drawn pathway maps which portrays experimental knowledge
regarding metabolism and other functions of Life. Each pathway map contains a
molecular interaction and reaction network, linking genes in the genome to gene
products, like proteins, RNA, chemical compounds, etc. The pathway maps are split
into the following categories:

• Metabolism,

• Genetic information processing (like transcription, translation, DNA repair,
etc.),

• Environmental information processing (like cell growth/death),

• Cellular processes (like signal transduction),
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• Organismal systems (like the immune system, endocrine system, nervous system
etc.),

• Human diseases (like Alzheimer’s disease) and

• Drug development.

DisGeNET is one of the largest repositories containing human gene-to-disease
associations currently available, while PsyGeNET is mostly focused on psychiatric
disorders and their underlying genes. OMIM is a comprehensive, authoritative collec-
tion of gene-to-mendelian-disorders associations, focusing on the relationship between
phenotype and genotype. Finally, MeSH is a controlled vocabulary thesaurus used
for indexing articles from PubMed and there have been efforts [AS07] to associate
these headings with specific genes.

2.2.1 Gene set enrichment analysis
Given a list of dysregulated genes between two states (e.g. healthy and Alzheimer’s

disease) the interest of researchers focuses on discovering whether this list of dysregu-
lated genes can be attributed to the disease itself or to another cause. For this reason,
statistical methods have been developed that “measure” the degree of association be-
tween the gene list and a particular GO term, pathway or disease (referenced as
gene class from here on). This process is called gene set enrichment analysis and the
two most popular methods are the Overrepresentation analysis, that utilizes Fisher’s
exact test [Fis92], and Gene Set Enrichment Analysis (GSEA) [STM+05] (not to
be confused with the more general term), which relies on a randomization statistical
test.

2.2.1.1 Overrepresentation analysis

This analysis uses Fisher’s exact test to “measure” the association between a set
of dysregulated genes and a list of gene classes. This test relies on the hypergeometric
distribution to calculate probabilities that constitute the p-value.
First, let G be the set of dysregulated genes and C a class of genes under exami-

nation (essentially a set of genes participating in that class). Given a null hypothesis
that G and C are not associated, a 2× 2 contingency table is constructed as follows:
After the contingency table is constructed, the formula of the hypergeometric distri-
bution is used to calculate the probabilities of all events at least as extreme as the
one shown in the table:

p =

(
a+b
a

)(
c+d
c

)(
n

a+c

) =
(a+ b)! (c+ d)! (a+ c)! (b+ d)!

a! b! c! d! n!
(2.1)
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In G Not in G Row total
In C a b a+ b

Not in C c d c+ d
Column total a+ c b+ d n(= a+ b+ c+ d)

Table 2.1: Contingency table for Fisher’s exact test
a = G ∩ C,
b = C −G,

c = G− C and
d = universe−G− C + (G ∩ C)

Finally, the p-value indicates the probability to observe the numbers in the table
given that the null hypothesis is true. This means that the smaller a p-value is, the
stronger the association. In bibliography, a p-value of 0.05 or smaller is regarded as
statistically significant.
Before this section is completed, it is worth mentioning that Fisher’s exact test,

makes the assumption that the genes in G and C are equally probable to be picked
from the universe of genes in order to fulfil the requirement of the hypergeometric
distribution. It is evident that such an assumption is not really feasible when dealing
with real-world biological data and this lead to the development of new statistical
methods that measure the level of association like GSEA, presented in the next
section.

2.2.1.2 Gene Set Enrichment analysis (GSEA)

GSEA is an analytical method used to investigate gene expression data utilizing
a class of genes with similar biological function. Given a set of genes retrieved from
differential expression analysis, the set is sorted using the expression level of each
gene, thus creating a ranked list L. Lset S be the set of genes that participate in a
gene class (GO term, KEGG pathway, disease, etc.). The method then consists of the
following steps:

• We calculate the enrichment score (ES(S)) by utilizing a running sum statistic
while traversing the ranked list. This means that for each gene in L we need to
check whether the gene also exists in S. If it exists, we increase the running sum,
depending on the correlation of the gene with the phenotype (i.e. its expression
level or its rank in the list). If the gene is not found in S, then the running
sum is decreased by a constant which depends on the number of genes in the
L. The enrichment score ES(S) is the maximum deviation of the running sum
from zero. This process can be seen in Figure 2.1.
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• We estimate an empirical (nominal) p-value for ES(S) by shuffling the genes
in the ranked list without keeping their expression level the same (i.e. permut-
ing in the phenotype level) and calculate a ES1(S) as before. We repeat this
process a large number of times in order to create a null empirical distribution
of enrichment scores. Finally, the p-value is calculated relevant to its position
on the empirical distribution (i.e. the proportion of enrichment scores ESj(S)

that present a more meaningful score than ES(S)).

Figure 2.1: A single repetition of the GSEA method [STM+05]

2.3 miRNAs
microRNAs (or miRNAs) are short RNA molecules with a length of ∼ 23 bases

that are not utilized for protein production (non-coding RNA). However, miRNAs
bind to mRNA produced by genes and either cause degradation of the mRNA or
prevent ribosomes from binding with the mRNA. This makes them very potent gene
expression regulators because they control the amount of a protein produced by tar-
geting the respective gene. Since base complementarity (in a complete or incomplete
way) is a prerequisite for RNA-to-RNA interactions, it becomes evident that specific
miRNAs can only target a specific list of genes. The most reliable way of discovering
the targets of a miRNA is through experimentation in a wet lab, where scientists can
examine whether a miRNA can bind to the mRNA of a specific gene. There are nu-
merous publications describing such miRNA-to-gene interactions and there have been
efforts like TarBase [KPC+17a] or miRTarBase [CSY+17] to collect and curate these
interactions aiming to compile databases of experimentally validated interactions.
Some of those curated databases are used through the rest of this work. However,
since about 25,000 genes and about 2,500 miRNAs have been discovered in humans,
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it becomes immediately evident that the numbers of potential interactions that have
to be validated is in the order of millions and this makes such a task infeasible.
To overcome this insurmountable task, scientists have developed algorithms that

use characteristics of mRNAs like length of the 3’-UTR region, base complementarity
and sequence conservation across species (sequences that have been preserved in a
large degree through the process of evolution), in order to predict targets of a specific
miRNA. Furthermore, each prediction result is accompanied by a prediction score
which denotes the confidence that such an interaction is possible. Such miRNA target
prediction algorithms include microT-CDS [PGK+13][RMA+12], TargetScan [LBB],
miRanda [JEA+04] and others. A disadvantage of such algorithms is that predicting
miRNA-to-gene interactions using such algorithms is computationally intensive and
there have been efforts to reduce execution times to a few minutes using Cloud
technologies [VAD+12] [KVS+14a]. On the other hand, prediction algorithms produce
a very large number of false positive results, leading to an overestimation of the
role of miRNAs in normal and pathological conditions [PLM+17a]. However, target
prediction algorithms are still useful, because results with very low scores can be
eliminated as potential interactions, thus saving time and resources in wet labs.
It should also be noted here that miRNAs are themselves product of translation of

genes that do not participate in protein production (non-coding genes). Furthermore,
it has been discovered that as many as 40% of miRNAs reside in the introns and
exons of other protein coding genes [RGJAB04]. The sites where the transcription of
miRNAs begins, are called Transcription Start Sites (TSSs), where a special protein
called RNA polymerase II performs the process of transcription. Transcription itself
is a very complex procedure and it is regulated, among others, by special proteins
called Transcription Factors (TFs). TFs bind to certain DNA sequences and have the
potential to block RNA polymerases from binding to a gene and this makes them
very potent regulators of transcription. Finally, similar to miRNA target discovery,
TSS identification and TF binding site discovery is a complicated task usually per-
formed by in silico methods like microTSS [GVP+14] (for TSS identification) and
Wellington [PEC+13] (for TF binding site discovery).

2.4 miRNA functional enrichment analysis
It has been observed that similarly to genes (see Section 2.1), miRNAs can be

differentially expressed in tissues between a normal and diseased person. This means
that the same algorithms, presented in Section 2.1, can be used to measure the level
of differential expression between the two states. Utilization of DEA algorithms leads
to the procurement of a group of miRNAs that are dysregulated in a diseased state.
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However, this does not immediately imply that this group of miRNAs is dysregulated
due to the disease or another reason. This provides the motivation to measure the
association of this group of miRNAs to a disease using statistical methods. In order
to achieve this, researchers need to procure (a) a data set containing gene targets
for each miRNA (either predicted by an algorithm or experimentally validated) and
(b) one of the data sets described in Section 2.2 that associates genes with a disease or
pathway/biological function related to a disease. These two data sets are then utilized
in order to statistically measure the association of a group of miRNAs with a biological
function via the genes involved. In the following sections we are going to introduce
the two most popular methods for miRNA functional enrichment analysis, which
is the classic overrepresentation analysis as well as the unbiased miRNA functional
enrichment analysis

2.4.1 Overrepresentation analysis
The miRNA overrepresentation analysis presents a large similarity to its gene

counterpart wherein a 2×2 contingency table is created in order to use Fisher’s exact
test. The difference lies in the process of substituting the group of dysregulated genes
with the union or intersection of the target genes of a group of dysregulated miRNAs.
It should be noted here, that the intersection of targets of a group of miRNAs can
very easily lead to an empty set, especially when a data set containing experimentally
validated targets is used, since the overlap between miRNA targets may be very small.
Consequently, the union of targets is preferred as the group’s set of targets. Let M
be the group of targets and C be the gene class (category/pathway/disease); the
contingency table seen in see Table 2.2 is then created. After the table construction

In M Not in M Row total
In C a b a+ b

Not in C c d c+ d
Column total a+ c b+ d n(= a+ b+ c+ d)

Table 2.2: Contingency table for Fisher’s exact test on miRNAs
a = M ∩ C,
b = C −M ,

c = M − C and
d = universe−M − C + a

a,b,c and d are provided as input to Fisher’s exact test and a p-value is produced
denoting the level of association between the miRNA groups and a gene class.
It is also worth noting here that Fisher’s exact test relies on the estimation of

a large number of probabilities using formula 2.1. This number relies mainly on
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a in the contingency table and it becomes immediately evident that the number
of calculations required is substantial and this means that this method was really
not very practical before computers gained enough compute power to support such
calculations. However, miRNAs are a special case, in that, they were discovered in the
early 1990s [LFA93], when computers could support such intensive computations and
consequently overrepresentation analysis became the standard method for miRNA
functional enrichment analysis. On the other hand, regarding miRNAs, this method
is known to suffer from specific biases that skew the results and make this method
not suitable and this means that the results of hundreds of published studies are
affected [BLGJ15]. In the next section we are going to introduce the definition of
unbiased enrichment analysis, as was proposed by Bleazard et al.

2.4.2 Unbiased enrichment analysis
As mentioned in Section 2.2.1.1, the standard method makes the assumption

that genes in sets M and G have an equal probability of being picked from the
universe of genes. This essentially means, that each gene has an equal probability
of being targeted by a miRNA. In 2015 Bleazard et al. described several sources of
bias affecting miRNA target prediction algorithms, that immediately invalidate the
requirement of the hypergeometric distribution (i.e. genes are not equally targeted by
a miRNA). Moreover, in 2021, we demonstrated that another source of bias affects
the standard method, namely the fact that genes are not equally likely to participate
in a biological function [ZVG+21]. These works showcase that the standard method
is not suitable for miRNA enrichment analysis while the latter of the two implies that
this bias has the potential to affect gene overrepresentation enrichment analysis.
In regard to Bleazard et al., the authors used data sets procured from data pre-

diction algorithms, as well as data from GO (see Section 2.2 to demonstrate the
issues that that arise when using the standard method. More specifically, they cal-
culated the empirical (observed) distribution of the intersection between the targets
of a query miRNA group (containing 39 miRNAs) and the “ion transport” biological
process. Furthermore, they estimated the expected hypergeometric distribution of the
overlap and they plotted the two distributions side-by-side (see Figure 2.2).
Figure 2.2) immediately suggests that the hypergeometric distribution and conse-

quently Fisher’s exact test is a poor choice of statistic method for miRNA functional
enrichment analysis. In fact, it is really evident that the overlap between the two
distributions demonstrates that significant results from Fisher’s exact test are, in
reality, insignificant, according to the empirical distribution.
For this reason, Bleazard et al. introduced a new statistical test also known as

the unbiased miRNA functional enrichment analysis. This analysis belongs in a class
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Figure 2.2: Mismatch between the hypergeometric and the empirical distribution [BLGJ15]

of problems called randomization tests [Sur11], wherein a statistical measure is cal-
culated for a sample of interest and then compared against the same measure for a
large number of randomly assembled samples with the same characteristics as the
original sample (permutations). Ideally the number of permutations used should be
equal to the total number of all possible permutations and this ensures the production
of the observed (empirical distribution). Then the empirical p-value for the sample
of interest is calculated relative to the position of the sample in the empirical distri-
bution (i.e. the proportion of permutations that present a more favorable value for
the statistic measure than the sample). If the sample belongs to the top 5% of the
samples, then it has an empirical value of 0.05 and similarly to a normal p-value, the
sample is considered statistically significant.
However, it becomes immediately apparent to the keen eye that the number of

all possible permutations is usually substantially large, such that it is impossible to
calculate in a sensible amount of time. This provides the motivation for scientists
to utilize Monte Carlo simulations instead of exhaustive calculations. Thus a large
number of randomly assembled permutations is usually selected. Unfortunately there
is no foolproof way to theoretically calculate the randomly assembled permutations,
since it depends mainly on the application. Generally, it should be large enough that it
does not alter p-value significance between two repetitions of the same experiment (i.e.
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the difference should be at least an order of magnitude smaller than 0.01) [ZVG+21].
Regarding the specific randomization proposed by Bleazard et al., the statistic

measure utilized is called the GO term overlap or left-sided overlap and it is defined
as follows: given the set of targets of a miRNA group, denoted by M , and a gene
class (category/pathway/disease), which is a set of gene participating in that class,
denoted by C, the left-sided overlap is defined as

left− sided overlap =
|M ∩ C|
|M |

(2.2)

Given the left-sided overlap as measure, and a query which is the miRNA group of
interest, the unbiased miRNA functional enrichment analysis consists of the following
steps:

1. Calculate the left-sided overlap for the query.

2. Calculate the left-sided overlap for a large number (n) of miRNA randomly
assembled miRNA groups, with the same size as the query.

3. Estimate the empirical p-value as the proportion of randomly assembled groups
that present a larger overlap than the query group.

More formally:

empir. p− value =
|{Mj : overlap(Mj), C ≥ overlap(M,C)}|

n
(2.3)

where Mj, j = 1, 2, . . . , n are the random miRNA groups. Bleazard et al. proposed
that n should be set to 1 million in order to satisfy the required p-value accuracy.
It should finally be noted here, that it is more common for researches to test

the significance of the query against multiple gene classes Ci instead of only one
class. This is done in order to discover other possible associations with the query or
when there are multiple gene classes associated with the diseased state. The data sets
described in Section 2.2 contain data for a large number of classes, ranging from a few
hundred to more than 30K classes. This implies that this analysis is computationally
intensive and indeed, such analyses require a few hours to complete [ZVP+17]. This
fact provides the motivation for works that deal with the acceleration of this kind of
analysis and such works are described in Chapters 3, 4 and 6.
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Chapter 3

Data management techniques for
miRNA enrichment

As mentioned in Chapter 2, the unbiased miRNA functional enrichment analysis is
computationally intensive and as a result, execution times tend to range in the order
of hours. This provides the motivation for the work presented in this chapter, namely
our effort to accelerate the analysis, using more efficient data structures that achieve
a significant speedup of up to an order of magnitude larger than the state-of-the-art.
Regarding the unbiased miRNA functional enrichment analysis introduced by

Bleazard et al., the number of random miRNA groups selected to perform the anal-
ysis is a parameter that controls the accuracy of the p-value to be produced. In
particular, the higher the number of random miRNA groups selected, the more ac-
curate the produced p-value will be. Usually, 1 million random groups are used to
achieve sufficient accuracy [BLGJ15]. Unfortunately, using such a large number of
groups results in unreasonably large execution times. For example, an execution of
the state-of-the-art implementation [BLGJ15] for a group of 100 miRNAs as input,
using 1 million random groups, on a single core of an Intel i7-3820 processor requires
up to 17 hours of processing time.
In order to alleviate this issue, we introduce BUFET (Bitset-based Unbiased miRNA

Functional Enrichment Tool). This approach exploits efficient data structures to sig-
nificantly reduce the execution time of the unbiased enrichment analysis. BUFET also
takes advantage of parallel computing techniques to achieve additional performance
improvements in multi-core systems. The contribution of this work can be summa-
rized in the following:

• We studied the computational requirements and examined the performance
bottlenecks of the unbiased miRNA functional enrichment analysis.

• We investigated the performance of different data structures, namely hash ta-
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bles and bitsets, in regards to their effectiveness in unblocking the identified
bottlenecks.

• We developed BUFET, a tool that utilises the results of the aforementioned in-
vestigation to boost the speed of the unbiased miRNA functional enrichment
analysis. To achieve an even greater speed boost in the case of multi-core envi-
ronments, we exploited multithreading to implement parallel execution of the
analysis.

• We performed an extensive evaluation of BUFET to demonstrate its efficiency.
BUFET outperforms the state-of-the-art approach in all scenarios (in many cases
by an order of magnitude).

• We provide BUFET as an open source implementation, which is freely available on
GitHub (see the “Availability and requirements” section). BUFET is a powerful
tool that provides flexible input file formats enabling many execution modes
(e.g., execution using custom miRNA-gene interactions and gene annotations).

3.1 Introduction
As mentioned previously, the unbiased miRNA functional enrichment analysis

involves the examination of a large number of biological processes (or, equivalently,
annotation categories) to identify those, which are more likely to be affected by the
gene-targets of a miRNA group. During this type of analysis, both biological processes
and miRNAs are represented as gene sets: each biological process is represented by
the genes involved in it, while each miRNA by its gene-targets.
It becomes evident that computing the biological process overlap of a miRNA

group (see the Background section) involves the calculation of the intersection be-
tween the set of genes targeted by the miRNA group and the set of genes involved
in the biological process. Moreover, the set of genes targeted by each miRNA group
needs to be calculated “on the fly” by performing union operations on the gene sets
of each miRNA in the group. Therefore, the unbiased miRNA functional enrichment
analysis relies on performing a very large number of set unions and intersections. For
instance, for a given query miRNA group of size 10, about 10 million unions and
more than 8 billion intersections are required to produce a p-value.
The state-of-the-art implementation of the unbiased miRNA functional enrich-

ment analysis [BLGJ15] uses hash tables (more specifically, Python sets1) to repre-
sent gene sets. The advantage of this data structure is that performing union and

1https://docs.python.org/3/tutorial/datastructures.html
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intersection operations for small sets is usually very fast. Both operations are per-
formed by executing a variant of the hash-join algorithm [FBY92]. On the other
hand, hash-join becomes very inefficient when operating on large sets.
Unfortunately, in the case of the unbiased miRNA functional enrichment analysis,

all union operations are performed on large gene sets. This is attributed to the fact
that each of these gene sets corresponds to the predicted targets of a particular
miRNA. Since miRNA target prediction algorithms usually produce hundreds or
even thousands of results (interactions) for a single miRNA, it becomes evident that
most of the performed union operations can be quite slow if hash-join is used.
To overcome this problem, the bitset (or bit-vector) [FBY92], an alternative data

structure, which is more suitable for the representation of large sets, can be used.
When sets of genes are implemented as bitsets, unions and intersections between
them can be calculated by performing bitwise operations on bit blocks. In particular,
bitwise-or can be used to get the union of two sets, while bitwise-and to get their
intersection. Such operations are efficient for large sets, since their execution time is
not affected by the size of the set2. Additionally, the representation of gene sets as
bitsets is more efficient, memory-wise, in the case of relatively large sets of genes (like
those produced by miRNA target prediction algorithms).
The calculation of the targets of each miRNA group would benefit greatly by

the use of bitwise-or, since, as previously mentioned, it involves a large number of
union operations on large gene sets represented by dense bitsets. In this case, bit-
sets also have a reduced memory footprint compared to hash-tables. On the other
hand, gene sets related to biological processes, as provided by Gene Ontology anno-
tations [ABB+00], usually consist of a small number of genes. Therefore, hash-join
on these sets can be rather efficient3.
The previous discussion suggests that a hybrid solution, using bitwise operations

for unions and hash-join for intersections, seems more suitable than both of the
aforementioned approaches. Unfortunately, this hybrid approach has a major draw-
back. The gene sets generated by bitwise-or for all miRNA groups must be provided
as input to the hash-join algorithm for the calculation of the biological process over-
laps. However, the bitwise-or algorithm produces gene sets represented as bitsets,
while hash-join requires its input in the form of hash tables. Therefore, a data struc-
ture conversion must be performed, introducing an important execution overhead that
counterbalances any gains in efficiency.

2In particular, the execution time of each bitwise operation depends on the number of bits it
contains, i.e., on the cardinality of the set’s domain.

3Regarding the calculation of the biological process overlap, an additional optimization is possible
for the hash-join algorithm. In particular, the production of the output intersection set can be
avoided, since only its size is required. However, a similar optimization is not feasible for bitwise-and.
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3.2 The BUFET approach
Our approach, called BUFET, is demonstrated in Figure 3.1. It combines the best

characteristics of bitset- and hash-table-based methods without suffering from the
aforementioned shortcomings of a hybrid approach. It takes advantage of the effi-
ciency of bitwise-or in calculating the union of large sets to produce the gene sets
targeted by particular miRNA groups. These gene sets are represented as bitsets,
called miRNA group bitsets.

miRNA1, miRNA2, …, miRNAm

[01010…01][01001…01] [01000…01]
miRNA1 targets miRNA2 targets

…
miRNAm targets

get interactions and 
convert to bitsets

bitwise-or

[01011…01]

bit-probinggene1,…geneG

M overlap

random generation of miRNA groups R1, R2, …, Rn

R1 overlap Rn overlap

comparison

…

miRNA group 
targets bitset

genes of P

biological process overlap of miRNA group
(proportion of targets participating in P)

miRNA group

biological process P

get process 
genes

INPUT: miRNA group M, biological process P

M R1 Rn

P P P

OUTPUT: P-value

R2 overlap

R2

P

Figure 3.1: Flowchart summarizing the BUFET approach

Meanwhile, the biological process overlap of each miRNA group is calculated as
follows: for each gene annotated as part of the biological process, the respective bit
in the miRNA group bitset is examined. If the bit is set, then the value of a counter
is increased by one (its value is initially zero). Otherwise, the value of the counter
remains intact. After all genes related to the biological process have been considered,
the value of the counter provides the size of the intersection and, subsequently, the
biological process overlap. Since the genes are used to probe the miRNA group bitset,
we refer to this method as bit-probing.
Further optimisations were introduced in order to achieve additional performance

improvements. First, biological processes that have no common genes with the miRNA
group under examination can be excluded from the analysis (since no interference by
the miRNAs in the group with the process is recorded). Additionally, BUFET supports
full utilization of multi-core computing systems by supporting parallelization at the
biological process level.
It should be noted that parallel execution is also supported by the state-of-the-art

approach presented in [BLGJ15]. However, in contrast to the use of multiprocessing
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adopted by this approach to implement parallelization, BUFET uses multithreading.
The advantage of multithreading over multiprocessing is that all processes running
in parallel have access to the same part of the main memory. This eliminates the
need to copy data across processes, thus reducing the execution time and memory
footprint.
On the other hand, an issue with this approach is that the bitsets containing

the targets of the random miRNA groups have to be calculated and stored in main
memory. This step is necessary, so that every thread is able to access the data in order
to calculate a p-value. Consequently, this increases the memory footprint, although,
the amount of memory required does not pose a big challenge for contemporary
computers. More specifically, none of the many real-world analysis scenarios examined
during our experiments resulted in the allocation of more than 3.5 GB of RAM to
our script.

BUFET is provided as a free, open source software licenced under GPL v3 (a down-
load link is provided in the “Availability and requirements” section). Its core is imple-
mented in C++ for greater efficiency, while a Python wrapper script facilitates its
execution and its incorporation in existing bioinformatics workflows.
The input of the BUFET software consists mainly of two CSV files: one contain-

ing miRNA-to-gene interactions and another containing associations of biological
functions with particular genes. The proper format of these files is described in
the software download page. It should be noted that BUFET provides flexibility, en-
abling the users to upload miRNA-to-gene interactions based on the prediction algo-
rithm of their choice (e.g., TargetScan [LBB], DIANA-microT [PGK+13][RMA+12],
miRanda [JEA+04], etc.) and to use biological function annotations collected by
their preferred source (e.g., GO [ABB+00], KEGG [KSK+16][KG00a] or PANTHER
[TCK+03]).
Finally, BUFET also performs Benjamini-Hochberg FDR correction [YB95]. More

specifically, following the method in [McD14], we assume that 5% (and 1%) of the
produced p-values (under the 0.05 threshold) are false positives, while the rest are
significant results. P-values significant at FDR 0.05 are marked with “*” while p-values
significant at 0.01 are marked with “**” in the output file.

3.3 Experimental evaluation
In this section, the efficiency of BUFET is evaluated against that of the state-of-

the-art implementation (EmpiricalGO4), in both single- and multi-core environments.
First, we examine the effect of the miRNA group size on the execution times of both

4http://sgjlab.org/empirical-go/
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implementations. Next, we investigate their parallel behavior for a varying number
of CPU cores. miRNA-to-gene interactions were collected from DIANA-microT-CDS
(score threshold=0.8) and miRanda (score threshold=155 and free energy=−20),
while GO annotation data were obtained from Ensembl. Statistics related to miRNA-
to-gene-interactions data used are presented in Table 3.1. All experiments were ex-
ecuted on a machine powered by an Intel Core i7-3820 processor with 8 cores (4
physical) and 64 GB of main memory.

Number of genes/miRNA Total miRNAsMin. Max. Avg. Median Std. Dev.
microT 1 4547 404 206 459 2580
miRanda 11 6977 1309 1096 932 2588

Table 3.1: Statistics related to the miRNA-to-gene interactions used

3.3.1 Varying the miRNA group size
Figure 3.2 presents (a) the average execution time of BUFET and EmpiricalGO

and (b) its standard deviation (using error bars) for each measurement point and for
varying miRNA group sizes (5, 10, 50 and 100 miRNAs) in a single-core environment.
For each miRNA group size, 10 different groups were used as input to both imple-
mentations. Thus, every reported execution time is the average of 10 executions. The
left column corresponds to the experiment performed using DIANA-microT-CDS in-
teractions, while the right to the one using miRanda interactions. We performed each
experiment by selecting the following, commonly-used settings: 10 thousand (10K),
100 thousand (100K), and 1 million (1M) random miRNA groups. Since the difference
in the execution times between EmpiricalGO and BUFET are very large, all diagrams
are presented in log scale for the y axis to enhance legibility.
It is clear that the execution time increases as the number of miRNAs in the

group under examination increases for both approaches (due to the larger number of
union operations that have to be performed). However, it is evident that the rate of
the increase in the execution time is larger for EmpiricalGO than BUFET. This can be
attributed to the fact that BUFET exploits the efficiency of bitwise-or in calculat-
ing unions on large gene sets. It also becomes evident that BUFET scales better than
EmpiricalGO and in some cases, it is faster by at least an order of magnitude. There-
fore, BUFET is a very efficient approach when high accuracy is needed for functional
analysis of large miRNA groups.
Figure 3.3 shows the same experiments in a multi-core environment (7 cores were

used). Note that the main trends observed in the single-core experiment continue to
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Figure 3.2: Average execution times (log scale) on a single core with a varying number of
miRNAs

occur: increasing the miRNA group size leads to increased execution times for both
methods, while BUFET is significantly more efficient than EmpiricalGO in all cases.
Note that, for the case of 5 miRNAs in low accuracy mode, the execution times tend
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Figure 3.3: Average execution times (log scale) on 7 cores with a varying number of miRNAs

to converge to the time needed for serial operations (i.e. file reading, output writing,
and FDR correction). Finally, it is worth mentioning that, in the case of 100 miRNAs
using 7 cores, in high accuracy mode, BUFET can produce results in under 5 minutes,
while EmpiricalGO needs more than 7 hours for the same task.
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3.3.2 Varying the number of cores
Figure 3.4 shows the average time required by BUFET and EmpiricalGO to calculate

the empirical p-values for 10 input groups of size 50 by using a varying number of
CPU cores. It is clear that both approaches become faster as the number of cores
increases. However, in every case BUFET requires significantly less time to execute.

3.4 Conclusions
In this chapter we dealt with the performance of the unbiased miRNA functional

enrichment analysis. We showed that the state-of-the-art approach to perform this
type of analysis (EmpiricalGO) is not practical in terms of computational efficiency,
especially for large miRNA groups when high accuracy is required. To deal with this
problem we introduced BUFET, an alternative bitset-based approach. Our experiments
make evident that BUFET outperforms the state-of-the-art implementation in all sce-
narios (in many cases by orders of magnitude). Additionally, the better scalability
of BUFET makes it a very appealing solution for the analysis of large miRNA groups
when 1 million random groups are used for the analysis. Note that, BUFET is provided
as an open source implementation which is freely available on GitHub (the download
URL is provided in the Availability and requirements section).
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Chapter 4

Data indexing and optimization for
miRNA enrichment

In this chapter, we introduce another work that aims to speed up the unbiased
miRNA functional enrichment analysis at an even greater rate. This is achieved by
using an index called Frequent Itemset Index (FII) to remove redundant bit-probing
operations (see Section 4.3.1; by utilizing another index called Significance Level
Index (SLI) to predict whether an association is potentially statistically significant
leads to an even further reduction in execution times (up to an order of magnitude).

4.1 Introduction
A common type of analysis performed by scientists in various disciplines, aims

to reveal whether two binary classifications of a population (which divide it in two
mutually exclusive classes: the positive and the negative one) are associated with each
other. For instance, in medicine it is crucial to investigate if a biological gender-based
classification of humans can be associated with their risk to develop a particular
disease; in mechanical engineering, it is interesting to reveal if a particular type of
vehicle is more prone to engine failures. Similar examples can be easily found in many
other scientific fields.
Using this as motivation, several statistical tests have been developed, that mea-

sure the association between two binary classifications, usually producing a measure
that quantifies the strength of the association between the classifications (called p-
value). In fact, often, the objective is to find whether a set of “query” classifications
(of arbitrary size) is associated with one or more classifications in a fixed set of
“ground” classifications. Essentially, this translates into a series of association tests
that need to be performed. The most widely-used association test is Fisher’s exact
test [Fis92]. When examining a query and a ground classification, the test takes into
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consideration the number of items that belong in the positive class of both classifi-
cations (i.e., their overlap) to decide whether they are associated or not. One of the
assumptions made by this test is that the expected overlap between two independent
classifications follows the hypergeometric distribution. However, it has been recently
shown that in various cases, this is not a valid assumption [BLGJ15]. In these cases,
applying Fisher’s exact test may result in producing erroneous findings.
In these cases, scientists prefer to utilize randomization tests, which exploit a very

large number of randomly generated query classifications in an attempt to estimate
the real distribution of the expected overlap. The side-effect is that these tests require
a large number of computations to be performed, resulting in significantly larger
execution times. Since the performance of the association test is very important
for some applications, methods to accelerate randomization tests attracted interest
recently [ZVP+17].
In this work, we introduce novel, indexing-based approaches that exploit fre-

quently occurring patterns in the classifications of interest, in the span of a series
of randomization tests to significantly accelerate their execution. More specifically:

• We introduce two novel indices to facilitate the efficient execution of random-
ization tests, the Frequent Itemset Index (FII) and the Significance Level Index
(SLI). The former captures all overlaps that exist between the ground classifica-
tions, while the latter captures the minimum overlap that a query classification
should have to be a candidate for significant association with each of the ground
classifications.

• We introduce a novel approach that exploits the FII index to avoid redun-
dant computations occurring due to the overlaps that exist between the ground
classifications.

• We also introduce a second approach that combines both indices (FII and SLI)
to create an approach that can be used to eliminate statistically insignificant
associations and vastly reduce the number of computations required.

• We conduct comprehensive experiments showing that our approaches introduce
significant speedup; more specifically, the approach combining both indices out-
performs the state-of-the-art by an order of magnitude (see Section 4.4).

• We provide open-source implementations1 of all described approaches.
1https://github.com/diwis/fii-sli
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4.2 Association testing for binary classifications

The binary classification of a given population is the result of classifying its items
in two classes which are mutually exclusive. Usually, we refer to the one class as
the “positive” and to the other as the “negative”. For instance, a possible binary
classification for the items in a given bacteria population could be based on their
pathogenicity for humans; based on this classification, there are two classes of bac-
teria, the pathogenic (positive class) and the non-pathogenic ones (negative class).
Knowing all the items in a population, it is possible to use the set of items labeled
as positive by a binary classification to represent it as a whole. In the remainder we
adopt this convention and we use capital letters (e.g., A, B) to denote these item
sets/classifications.
Given a population of items, investigating whether two different binary classifica-

tions are associated with each other, is a problem of great interest in many scientific
applications (see also Section 4.1). Many statistical approaches that examine the sig-
nificance of the association between two binary classifications based on a gathered
sample from the population have been proposed in the literature (e.g., chi-squared
tests [chi11], the Cochran–Mantel–Haenszel test [cmh03], etc). In the remainder of
this chapter, we refer to them as association testing methods.
The most popular of them, Fisher’s exact test [Fis92], examines the number of

items that belong to the positive class of both classifications (i.e., their overlap) to
decide whether these classifications are associated or not. In this context, it assumes
that the expected overlap between two independent classifications follows the hy-
pergeometric distribution. Then, based on this assumption, the probability that an
observed overlap between two binary classifications could have been observed by pure
chance if they were independent (null hypothesis), can be used to calculate an in-
dicator (p-value) that can help to decide if the two classifications are associated or
not.
Often, during investigating associations of different classifications, we have a fixed

set of k classifications of interest (let them be the ground classifications, denoted
as B1, . . . , Bk) that we want to examine their association with a (maybe infinite)
“family” A of related classifications (let them be the query classifications, denoted as
A1, A2, · · · ∈ A). The members of the family (i.e., the query classifications) usually
share a similar mechanism that classifies objects of the population. For example, one
possible binary classification for genes could be based on whether they are targeted
(blocked) or not, by a particular set of biomolecules called microRNAs [BLGJ15]. By
selecting different sets of microRNAs we can determine different query classifications
of this type. The classification mechanism behind them is similar to an extent (e.g.,

31



4.2. Association testing for binary classifications

in regard to the principles of how microRNA groups target particular genes). Finally,
examining the association of members of this family with the ground classifications
of interest (e.g., genes being involved in particular biological processes or not) is of
great interest and can be done using the aforementioned association testing methods.

4.2.1 Randomization tests

Although Fisher’s exact test is very widely used and has been very helpful in a
wide range of applications, it has been shown than sometimes the expected over-
lap between the two classifications does not follow the hypergeometric distribution
making the test unsuitable. This could be relevant to the fact that the one of the clas-
sifications under investigation belongs to a classification family (see also Section 4.2)
something that modifies, among others, the way population items are being classi-
fied. For example, in [BLGJ15] the authors, study this effect in microRNA functional
enrichment analysis, which is used to indicate whether a group of biomolecules (mi-
croRNAs) can affect specific biological processes. The authors used a ground truth
(formed based on laboratory experiments) to show that using Fisher’s exact test
in this context could result in reporting known, strong associations as weak or the
opposite.
Problems like this one provided the motivation for the introduction of randomiza-

tion tests. These are statistical methods that, in the context described here, instead
of assuming that the expected overlap of a random query classification A ∈ A with
another, independent ground classification B follows the hypergeometric distribution,
they estimate an empirical distribution based on calculating the exact overlap that
n randomly selected query classifications A1, . . . , An ∈ A have with B, for very large
numbers of n. According to that, when the association between two classifications
A ∈ A and B is being investigated, an empirical p-value is calculated based on the
proportion of random classifications (A1, . . . , An) that present a larger overlap with
B than the calculated overlap between A and B.
It should be noted that each randomization set provides its own definition of

what consists an overlap. For example, in [BLGJ15], the one-sided overlap between
two classifications (let them be A and B) is used, that is defined as follows:

overlap(A,B) =
sizeof(A ∩B)

sizeof(A)

For the remainder of this chapter, we assume that the same definition of overlap is
used. Under this assumption, based on the previous discussion, the empirical p-value
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Figure 4.1: Association randomization test using one-sided overlap

could be formalised as follows:

p− value =
sizeof({Aj : overlap(Aj, B) ≥ overlap(A,B)})

n

Figure 4.1 illustrates the process of a such randomisation test.

4.2.2 Performance issues of randomization tests

Randomization test tend to be intensive, in regard to the computational resources
required (CPU, RAM, execution time), especially when a very large n is selected (e.g.,
n ≥ 1M). Selecting values of such magnitude for n is very common since, the larger
the n is, the higher the accuracy of the produced empirical p-value will be. As a
result, randomization tests tend to have significant execution times.

To make matters worse, as already mentioned (see Section 4.2), in practice, re-
searchers are interested to examine the association of a query classification A ∈ A
with a large set of different ground classifications B1, . . . , Bk (with k being a integer
significantly larger than 1). It is evident that, this results in even larger execution
times. Consequently, methods that could improve the performance of randomization
tests received attention recently [ZVP+17].
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4.3 Efficient calculation of empirical p-values
In this section we present two novel approaches for the efficient calculation of

empirical p-values based on randomization tests. The first one (described in Sec-
tion 4.3.1) exploits the fact that several sets of items (itemsets) appear in many of
the ground classifications (B1, . . . , Bk), resulting in redundant computations during
the randomization test. The approach avoids these redundant computations using an
index structure that identifies the overlaps of the ground classifications.
The second approach (described in Section 4.3.2) is just an extension of the first

one that allows an even larger acceleration based on a second index. This index cap-
tures the minimum overlap a query classification should have with each of the ground
classifications in order for the association between them to present as statistically sig-
nificant.

4.3.1 The Frequent Itemset Index (FII) Approach
Calculating the (one-sided) overlap between two classifications is a core task per-

formed multiple times during a randomization test (see Section 4.2.2). This task is
based on applying the intersection operation on the corresponding sets. As a result,
accelerating the intersection operations involved is expected to achieve significant
speedups in the performance of randomization tests.
Currently, the best state-of-the-art approach for this is the one described in

[ZVP+17]. In brief, the positive items of each random query classification Aj, j =

1, . . . , n are kept as set bits in a bitset, that represents each element in the popu-
lation with a bit; the positive items of each ground classification Bi are kept in the
form of lists of gene IDs (each gene ID is an integer that corresponds to the respective
position of the gene in the bitsets). During the randomization test, for each ground
classification Bi, its gene IDs are used to examine if the corresponding bit in the
bitset of each of the query classifications Aj is set (an operation called bit-probing).
Based on that, an overlap counter that allows the calculation of the corresponding
overlap is being updated.
However, it can be shown that the ground classifications contain overlapping

items. In fact, some itemsets are very frequent, appearing in many ground classifica-
tions Bi, i = 1, . . . , k. This means that during the execution of randomization tests,
a large number of redundant bit-probing operations are taking place. To alleviate
this issue, we could identify those frequent itemsets, compute their overlap with each
of the query classifications Aj beforehand, and store the results in a proper, easily
accessible structure with counters. Then, each time a redundant calculation is about
to happen (when the overlap of a query classification Aj with a ground classification
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Bi that contains a frequent itemset is required), instead of performing the calcula-
tion, a less expensive combination of an index probe and a subsequent addition to
the corresponding counter will take place.
It should be noted that, in general, the FII approach comprises frequent itemsets

of any size. However, in some cases where the fast creation of the FII index is crucial,
a limited version of the FII approach that is based only on singular frequent itemsets
(i.e., itemsets of size 1) can be used.

4.3.1.1 The index

Based on the previous discussion, we introduce the Frequent Itemset Index (FII).
This index is designed to store all frequent itemsets among the ground classifications
Bi along with the counters that store the size of their overlap with each of the random
query classifications Aj. Figure 4.3 illustrates this index. It consists of the following
parts:

• Inverted Index. The inverted index containing frequent itemset definitions, as
well as relations between the frequent itemsets and the ground classifications Bi

(i.e., which frequent itemsets appear in each ground classification). This part
of the index can be calculated only once for each dataset and can be saved to
disk to be used in subsequent tests involving it.

• Array of counters. A hybrid two-dimensional array of counters that contain
the size of the intersection between all frequent itemsets and all random query
classifications Aj. This array is hybrid in the sense that it contains rows both of
char and integer type. In cases where the size of the intersection is potentially
smaller than 255 we use a character row or else we use an integer row. This way,
we can reduce the memory footprint of the array by using a smaller data type,
in terms of memory space, where appropriate. Finally, it is created on-the-fly,
since it depends on the query classifications Aj, which are computed during the
analysis.

To create the index, we need to process the itemsets of all ground classifications
Bi to identify all their parts that occur frequently (i.e., in more than one Bi). Then,
we need to transform them all so that they are expressed as sets containing both
regular items and frequent itemsets (those identified from the preprocessing step).
The latter task is not trivial since, often, each Bi can be expressed in many different
ways, each using different combinations of (singular or longer) frequent itemsets. Long
frequent itemsets are, in general, preferable since they will replace a large number of
redundant computations with only one index probe per element and one addition.
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The FII creation process should attempt to utilise characteristics like these to achieve
better performance. In the following sections we elaborate on relevant implementation
details.

4.3.1.2 Frequent Itemsets Identification

Regarding the first step (frequent itemsets identification), executing the Apriori
algorithm [AMS+96] (with threshold sup_thr = 2) on the itemsets of all ground
classifications Bi can be used to perform this task. However, using Apriori with
such a low support threshold is very computationally intensive. In particular, using
Christian Borgelt’s implementation [Bor12], we tried to produce the maximal itemsets
with support threshold≥ 2 for the datasets in Section 4.4.1, which contain 15K-25K
classifications, which we used as input transactions to the algorithm. However, after
one hour into the execution of the program, we were forced to kill it, because it was
using more than 100 GB of RAM.
To alleviate this issue, we introduce an alternative approach: let F be a frequent

itemset that would have been produced by executing Apriori with sup_thres = 2.
Essentially, F would fall under one of the following cases:

• F is subset of two ground classifications (F ⊆ B1 & F ⊆ B2). In this case,
F = B1 ∩ B2 or F ⊂ B1 ∩ B2. Thus, any frequent itemset in this case will be
dominated by B1∩B2 because our approach requires the largest of the itemsets
possible. Thus, using only B1 ∩ B2 for the classification transformation (see
Section 4.3.1.3) of both B1 and B2 is an adequate solution for our approach.

• F is subset of more than two ground classifications. Consider that F appears
in 3 classifications B1, B2, B3 (but what is said here can be easily generalized
for larger values). It holds that B1 ∩B2 ∩B3 would always be smaller than any
of B1 ∩B2, B1 ∩B3, and B2 ∩B3 (see also Venn diagrams in Figure 4.2). Thus,
using B1∩B2, B1∩B3, and B2∩B3 for the classification transformation of both
B1, B2, and B3 is also an adequate solution for our approach.

It follows then, that we only need to calculate the intersections between all ground
classification pairs and this eliminates a large number of intersection operations,
making the complexity of this algorithm O(k2). Hence, for each ground classification
Bi we need to consider only the largest itemsets produced from its intersection with
all of the other ground classifications. This results to a significantly reduced number
of operations and, consequently, to better execution times from the creation of the
FII.
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4.3.1.3 Ground Classification Transformation

After we have procured all frequent itemsets, we need to decide which frequent
itemsets better “cover” each ground classification Bi. Based on the decision made,
each Bi will be transformed to an equivalent set B′

i that will contain both single
items and some of the identified frequent itemsets.
As mentioned, ideally, for each ground classification Bi, large frequent itemsets
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should be selected to be included in B′
i, to minimize the number of addition operations

performed. This is relevant to the set cover problem, which is a very difficult problem,
being one of Karp’s 21 NP-complete problems [Kar72]. However, a greedy approach
that can reveal a sub-optimal solution to our problem for each ground classification
Bi, is the following:

1. Sort all frequent itemsets by descending size in a list (F).

2. Add the largest itemset Fmax, for which Fmax ⊆ Bi, to B′
i (initially empty).

3. For the rest of the itemsets Fp ∈ F , if Fp ⊆ Bi and none of its items is contained
in any of the current itemsets in B′

i, then Fp is also added to B′
i

4. Finally add all singular frequent items of Bi that are not included in any of the
current itemsets of B′

i to B′
i.

It is worth noting here, that by following this approach, if a frequent itemset is
dominant (i.e., it is frequent and none of its supersets are frequent) and it is selected
as a cover, then all of its subsets (which are also frequent) will be discarded, since
their elements have already been selected. Thus, we only need to consider dominant
frequent itemsets as potential covers.

4.3.1.4 Extra implementation details

We have implemented FII in such a way that it takes advantage of Single In-
struction Multiple Data (SIMD) CPU instructions during counter additions. SIMD
instructions can perform simultaneous mathematical operations on memory positions
that exist alongside each other (i.e. array) inside a memory word. For example, on an
128-bit register, 16 elements of an array of type char or 4 elements of type int can
be added simultaneously to another char or int array respectively. This approach
resulted in improved performance for the FII.
Another interesting implementation detail is the following. The number of fre-

quent itemsets to be used by the FII index can often become very large resulting in
a very large array of counters. In cases where it is essential to reduce the memory
footprint of the program, one option is to use sup_thr > 2. In order to do that,
we first calculate the support for each of the itemsets produced by our approach
for sup_thr = 2; then we discard all itemsets that have a support < sup_thr and
use the rest. This means that the greater the value of sup_thr is, the smaller the
memory footprint will be. Of course, as a side-effect, the performance is expected
to degrade. In the experimental section, we investigate the effect of greater sup_thr
values both to the memory footprint and to the execution time of the FII approach
(see Section 4.4.3).
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Figure 4.4: Example for the creation and use of the FII

4.3.1.5 A toy example

The following example outlines how the FII is created and used to calculate the
intersection size:

Example 1. Let B1 a ground classification containing items 1, 5 and 6, B2 another
ground classification containing items 1, 5 and 7 and finally, B3 containing items 3, 4
and 7. Also, let A1 be a query classification represented as a bitset, containing items 1,
2, 5, 8 and 10 by having the appropriate bits set to 1. The apriori algorithm with B1,
B2 and B3 as transactions and support threshold 2 produces two frequent itemsets:
Freq1 containing elements 1 and 5 and Freq2 containing item 7. The contents of Freq1

and Freq2 are removed from B1, B2 and B3. Furthermore relations, which are stored
in an inverted index, are also created: Relations[B1] = {Freq1}, Relations[B2] =

{Freq1, F req2}, Relations[B3] = {Freq2}. Moreover, two counters which contain the
size of the intersection between A1 and Freq1 as well as the intersection between A1

and Freq2 respectively are created, by probing A1 at the appropriate positions for 1,
5 and 7.

To calculate the size of the intersection between A1 and B1, we probe A1 in
position 6 and add the counter for Freq1 to the intersection size. However, for B2

we only need to add the counters for Freq1 and Freq2 and finally, for B3 we add the
counter for Freq2 and probe A1 two times in positions 3 and 4. Finally, the number
of probes we perform without the FII is 9, while we probe A1 only 6 times in total
by using the index.

Figure 4.4 depicts the index described above in regard to the previous example.
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4.3.2 The Significance Level Index (SLI) Approach

During an association test, all associations having a p-value equal or smaller than
a predefined threshold (usually 0.05) are considered to be strong and are those to be
reported. Consider, for a while, that we are interested in performing a randomiza-
tion test to examine if a given query classification A ∈ A is significantly associated
with a particular ground classification B. In the context of the randomization tests
described in Section 4.2.1, an empirical p-value smaller or equal to 0.05 essentially
means that the overlap of the query classification A with the ground classification B

is so large that it will be among the top 5% of overlaps observed for all random query
classifications Aj.
It is evident that the lowest overlap in the top 5% of overlaps between ground

classification B and all query classifications Aj can be used to define a threshold for
the lowest possible overlap that A should have in order to be significantly associated
with B. For the remainder of the manuscript we will refer to this threshold as the
overlap threshold (ov_thr). The intuition behind the Significant Level Index (SLI)
approach is to build an index that keeps these overlap thresholds for all ground classi-
fications of interest Bi. Then, by simply calculating the overlap of query classification
A with ground classification Bi and comparing it with the overlap threshold we will
be able to know if the p-value of A will be adequate to characterize the association
of A with Bi as statistically significant.
The only problem with the previous approach is that each execution of the

randomization test needs a new, on-the-fly created set of random query classifica-
tions A1, . . . , An ∈ A. This means that the set of random query classifications to
be used during the analysis cannot be known beforehand. Instead of that, during
a pre-processing phase, we can create a similar set of random query classifications
A′

1, . . . , A
′
n ∈ A and then create the thresholds for all ground classifications of interest

B, based on them. This means that the calculated overlap thresholds could be slightly
different than the exact thresholds that will be calculated for the final randomization
tests. However, by definition, the randomized test assumes that these sets simulate
the actual empirical overlap distribution of the data and, thus, we expect that the
distribution will be similar between two runs of the same experiment (given a large
enough number of random sets). This means that the SLI can be saved on disk and
used for multiple subsequent tests.
To alleviate this issue, we introduce a filtering approach: We first calculate a

slightly looser threshold for each ground classification of interest B (based on the top
x% of classifications, where x > 5) and include this threshold in the SLI. Then, for
each ground classification of interest Bi, we calculate the overlap of query classifi-
cation A with it and compare it with the corresponding overlap in the SLI. For all

40



Chapter 4. Data indexing and optimization for miRNA enrichment

ground classifications Bi for which the overlap of A was found to satisfy the thresh-
old we perform the full randomization test, since these pairs correspond to candidate
significant associations. In fact, using SLI we can significantly filter out ground clas-
sifications Bi that do not have any chance to provide significant results beforehand,
resulting in significantly increased performance. More details about this process could
be found in Section 4.3.2.3.

4.3.2.1 The Index

The SLI comprises a list of float numbers, one for each of ground classification of
interest B. Each float number represents the one-sided overlap significance level (i.e.,
overlap threshold) that has been produced using a large number of random query
classifications A′

i. The list is then saved in a file, which can be used for multiple
subsequent tests. Figure 4.5 demonstrates an example of the use of the SLI index.

Example 2. Given a query classification A and ground classifications B1, B2, B3 and
B4, we first calculate the overlap of A with each of the Bi. Then we compare these
overlap values with the significance overlap values in the SLI for each of the ground
classifications Bi and decide which of them are potentially significant associations
(B2, B4). The rest (B1 and B3 are marked as insignificant and no p-values for them
are produced. Then for B2 and B4 we run the full randomization test and produce
the respective p-values.

Classif. A

Classif. B1
Classif. B2
Classif. B3
Classif. B4

overlap 
calculator

ov.(A, B1)=0.35

ov.(A, B2)=0.034

ov.(A, B3)=0.93

ov.(A, B4)=0.01

signif. thres.(A, B1)=0.45

signif. thres.(A, B2)=0.029

signif. thres.(A, B3)=0.95

signif. thres.(A, B4)=0.007

SLI

Possibly 
significant: 

B
2
, B

4
   

assoc. A, B1 = insignif.

assoc. A, B3 = insignif.

p-value (A, B2)

p-value (A, B4)
rand. test

insignif. 
results

Final results

Figure 4.5: Example of the use of the SLI

In order to create the SLI, we use the approach described in Section 4.3.1 (FII) to
calculate the overlaps between all query classifications Aj and all ground classifica-
tions Bi. Then, for each Bi the list of overlaps is sorted and the overlap significance
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threshold is extracted based on the top x ∗ 100% of overlaps (for a discussion on the
proper selection of x, see Section 4.3.2.2), where x is the p-value threshold of the SLI.
Finally, the identifier of the ground classification Bi along with the one-sided overlap
threshold is saved in a file.

4.3.2.2 SLI significance threshold

One possible issue with using the SLI is that, unless the p-value significance
threshold x is set to a high enough value, the SLI might mark actually significant
associations between a query classification A and ground classifications Bi as insignif-
icant and discard them (false negatives). For example, if x = 0.05 then the method
is potentially approximate since the randomization test is an approximation process
and if the set of all query classifications Ai that were used for the experiment, changes
even slightly, then the SLI might produce false negatives.
On the other hand, if x is set to too high a value, then we lose some of the

filtering power of the SLI because many insignificant associations can be marked
as potentially significant (false positives). This will lead to calculation of empirical
p-values for them, increasing the total execution time of the approach.
Given the fact that the one-sided overlap at the p-value significance threshold

x is calculated using the same randomization test, it is easy to see that each time
we run the experiment, the ovthr at x is expected to change, since the set of query
classifications Aj changes. More specifically, let N be the total number of all possible
randomized query classifications Aj and n the number of query classifications that
have been selected for the randomization experiment, while K is the number of query
classifications that were not picked for the experiment. Then in order for x to have
a deviation of dev between re-runs of the same experiment, a different set of query
classifications must be selected for the re-run, namely k = ((|dev − x|) ∗ n) different
query classifications. Then, given a deviation dev, we could use the hypergeometric
distribution to find the probability that k different query classifications could be
selected when the experiment is repeated. However, as we mentioned earlier (see the
Background section), the intersection sizes and consequently the one-sided overlaps
do not follow the hypergeometric distribution.
Thus, we propose an empirical approach to set the p-value significance threshold

based on the observed data. More specifically, we can repeat a randomization test
a number of times with the same input. Then, for the p-values in the output of the
multiple repetitions we calculate the maximum standard deviation from the mean.
After that, we can use different inputs, repeat the experiments a number of times
and calculate the total maximum standard deviation. Finally, we can arbitrarily set
the significance threshold to a value that is larger than the maximum standard de-
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viation in order to guarantee that the SLI will not mark significant associations as
insignificant. The effectiveness of this method is evaluated in Section 4.4.4.

4.3.2.3 Calculating p-values using the SLI

In order to calculate p-values using the SLI, we first calculate the overlap of
query classification A with each of ground classifications Bi. Then, we use the SLI to
compare these overlaps with the respective overlap thresholds for all Bi. If an overlap
is above the significance overlap threshold, we mark the association between query
classification A and the respective ground classification Bi as potentially significant.
In the case that the association is marked as insignificant, we also print the p-value
that corresponds to the overlap threshold.
After we have collected all potentially significant associations, we use the FII

version of our approach to calculate empirical p-values. However, in this case, the
index consists only of singular itemsets with support≥ 2 and it is created on-the-fly.
The reason we do not re-use the FII that already exists from the creation of the SLI
is that, since a lot of associations between A with ground classifications Bi have been
eliminated from the analysis by the use of the SLI, a lot of itemsets that were frequent
before (with support≥ 2) are not frequent any more. Moreover, since the collection of
potentially significant associations changes based on the input query classification A

and is calculated at run-time, we must also find frequent itemsets on-the-fly. Since the
execution of the Apriori algorithm (or our approach) is computationally expensive,
the speedup is not expected to overcome the overhead of the index creation. On
the other hand, it is easy and fast to discover frequent singular itemsets (support≥
2) among the collection of ground classifications potentially significantly associated
with A using hash tables in O(n) time where n is the total number of significant
associations. This FII method is then used as before to eliminate duplicate probes
and calculate p-values.

4.4 Evaluation
In this section we evaluate the performance of our method against competitor

methods using a real randomization experiment as use case. In particular, we use the
case of microRNA functional enrichment analysis [BLGJ15, ZVP+17], where we are
interested to investigate the association between genes targeted by a particular group
of microRNAs (query classification A) and genes involved in a particular biological
process or diseases (ground classification B). We have selected this scenario for the
experiments since (a) this is a known example where Fisher’s exact test has been
shown to be inadequate [BLGJ15] and (b) from a previous work, we know there are
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relevant open datasets that we could utilise. However, our approach can be used in
other domains that use the overlap-based randomization, with very minor changes to
the code.
All of the experiments were performed on a single CPU core on a server with a

Xeon E7- 4830 CPU and 256GB of RAM.

4.4.1 Datasets
In experiments, we used three openly accessible life-sciences datasets as ground

classifications Bi:

• Gene Ontology (GO) [ABB+00, The18]. This dataset contains three structured
controlled vocabularies (ontologies) that categorize genes according to their
function. Each gene can belong to multiple categories. The dataset used was
retrieved from the Ensembl Biomart [YAA+19] for version 84.

• DisGeNET [PRASP+19b]. This dataset was retrieved from DisGeNET, which
is one of the largest and comprehensive repositories of human gene-disease as-
sociations. We used DisGeNET version 5 annotations.

• MeSH. This dataset maps genes to Medical Subject Headings [ROG63]. The
gene mappings were retrieved from the REST API of Gene2Mesh [AS07].

Regarding the query classifications Aj (miRNA-gene interactions) we used the
microT dataset, with an interaction score threshold of 0.8, which we produced by
using MR-microT [KVS+14a] for Ensembl version 84.

4.4.2 Performance of addition operations vs. bit-probes
In this section, we describe the experiment we conducted to compare the perfor-

mance of bit-probes vs the one of addition operations. This experiment is designed
to show that the latter are more efficient in the context of the FII approach. We
used bitsets 25, 000 bits long, since the universe of human genes has a size of about
25, 000. Also the bitsets we are using, are of three different densities: sparse (100 bits
set), medium (10, 000 bits set) and dense (20, 000 bits set). We used these bitsets to
calculate the size of the intersection with bit-probing. We performed 10, 000 probes
for 10, 000 different bitsets in each setting and calculated the average amount of time
required.
On the other hand, we created arrays of numbers which have a length of 10, 000.

We designed the following two versions: one array of characters, that can store num-
bers from 0 to 255 and one for an array of integers, which can store numbers from 0
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to 232 − 1, since the FII uses both of these data types. Moreover, we created 10, 000

arrays for each data type and measured the total times required for addition opera-
tions. It should be noted here, that we enabled SIMD instructions for the addition
operations, since they are also used by the FII. Each experiment was repeated 100

times and the average execution times per operation are shown in Table 4.1. It is

Method Time (nsec)
bit-probing (sparse) 1.884
bit-probing (medium) 6.254
bit-probing (dense) 7.016
addition (character) 0.3665
addition (integer) 1.461

Table 4.1: Average time required for addition operations and bit-probing operations on
different data types and variable densities.

easy to see that in all cases, array additions are faster than bit-probing operations.
Furthermore, regarding the three datasets we are using for the evaluation of our

approach, we found that the vast majority of itemsets produced by our method
contain less than 255 elements.
It is clear that the addition operations performed are mostly of char type and

this means that even if bitsets are sparse, addition operations still are an order of
magnitude faster than bit-probing. Thus, we expect a large speedup when we use the
FII for all three of the datasets compared to the state-of-the-art (see Section 4.4.5).

4.4.3 Performance & memory footprint of FII varying the
itemset support threshold

In this section, we calculate the time required for the execution of the analysis,
as well as the memory footprint required for the counters of the FII for variable
support thresholds in regard to our approach in Sections 4.3.1.3 and 4.3.1.4. More
specifically, we set the support threshold to 2, 6, 10, 14 and 16 and selected 10 different
inputs of 39 miRNAs (query classification A) as well as 10 different sets of 1,000,000
miRNA groups (query classifications Aj) and calculated the average execution time
for each support threshold. We have also added a horizontal line demonstrating the
performance of BUFET, indicatively (full comparison experiments are presented in
Section 4.4.5). The results can be seen in Figure 4.6.
We can see that the performance of the index starts to decline as the support

threshold increases, which is to be expected, since more operations that are slower
(bit-probes) are performed. As we increase the support threshold even more, our
approach should present with slightly higher execution times than the state-of-the-art.
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Figure 4.6: Index size and execution time (logscale) vs the itemset support threshold

The reason for this is that our approach (FII) adds an overhead, like the allocation of
memory, which will not be balanced by the speedup after a point in regard to support
threshold.
It is noteworthy, however, that the size of the FII counters almost doubles as the
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support threshold increases from 2 to 6 for GO and 2 to 10 for the other datasets,
before it starts dwindling. This can be attributed to the fact that as the support
threshold increases, large itemsets with support = 2 are discarded. The reason why
larger itemsets have a support of 2 is that usually, the permutations of elements
in such itemsets are not found in more than 2 or 3 ground classifications in each
dataset. This means that their support generally tends to be low. Instead, a large
number of smaller itemsets with generally larger support are used to “cover” the
ground classifications Bi and this leads to a significant increase in memory footprint
since the size of the footprint depends on the number of frequent itemsets.
Finally, it is also easy to observe that large support thresholds have a greater

negative impact on the execution times in case of the GO dataset when compared
to DGN or MeSH. This can be attributed to the fact that 90% of the itemsets,
produced by our method, in GO had a support threshold ≤ 10, compared to 45% for
DGN and 50% for MeSH. This is further corroborated by the fact that the size of the
index (which depends on the number of itemsets) has a more significant decrease as
the support threshold increases. It is evident that the larger the number of frequent
itemsets, the better the performance of the FII is and since GO has fewer itemsets
for large support thresholds its performance degrades faster as the support threshold
increases compared to DGN and MeSH.

4.4.4 Setting the SLI significance threshold and evaluating
the filtering effectiveness

In this experiment we use the method described in Section 4.3.2.2 to set the
SLI significance threshold x. Each experiment was repeated 10 times with different
random query classifications A1, . . . , An ∈ A and the outputs for each input were
compared with each other. For each dataset, the maximum standard deviation of all
p-values can be seen in Table 4.2.

Dataset % Max. st. deviation
GO 0.00105

DisGeNET 0.000997
MeSH 0.00105

Table 4.2: P-value maximum standard deviation for different inputs for the three datasets

We can see that the standard deviation for all datasets is an order of magnitude
smaller than 0.05. Thus if we arbitrarily set the p-value significance threshold to 0.075
(50% greater than 0.05) we expect that the SLI will produce no false negatives. It
also means that the results of the randomization test (p-values) are not changing
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significantly between multiple runs of the same experiment.
Furthermore, we used the same experimental setting with the SLI index (20 inputs,

10 repetitions). Based on the outputs of the previous and the current experiment,
for each input query classification, we calculated the number of actually significant
p-values that were marked by the SLI as potentially significant (true positives) or
insignificant (false negatives) as well as the number of actually insignificant p-values
that were marked as insignificant (true negatives) or significant (false positives). The
average results for each dataset can be seen in Figure 4.7.
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Figure 4.7: Filtering performance of the SLI

It is easy to notice in Figure 4.7 that the standard deviation for all types of
ground classifications datasets is very large, since the number of filtered and unfiltered
categories depends on the one-sided overlap of the input set of microRNAs (query
classification A). However we can see that the number of associations being filtered
out by the SLI are more than double on average compared to those for which the
randomization test is run. Additionally, we can see that the SLI produces zero false
negatives results for all cases which is important, because it guarantees that we do
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Figure 4.8: Comparison of our two approaches with the state-of-the-art

not miss actually significant results.

4.4.5 Comparison of state-of-the-art with our two approaches
In this section we compare the two versions of our approach along with the with

the state-of-the-art (BUFET) in [ZVP+17]. For this reason, we used 10 inputs of
39 miRNAs (query classifications A) and we also used a varying number of miRNA
groups (query classifications A1, . . . , An ∈ A), namely 10K, 100K and 1M. Moreover,
as ground classifications, we used the 3 datasets outlined in Section 4.4.1.
Finally, we configured the FII approach to use a support threshold of 2 for frequent

itemsets, since it leads to the best performance for this approach. Regarding the
SLI, we set the p-value significance threshold x to 0.075, because as we showed in
Section 4.4.4, it produces no false negatives and thus, the output p-values of the test
will be reliable. The results can be seen in Figure 4.8.
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It is clear that both our approaches significantly outperfom the state-of-the-art
(BUFET) and in the case of SLI, the execution times are faster by almost an order
of magnitude.

4.5 Brief history of association testing and ran-
domization tests

Association testing is a very old problem and it belongs to a larger class of statis-
tical problems called hypothesis testing. Even though hypothesis testing became pop-
ular in the 20th century, the first references of statistical hypothesis testing started
with the works of John Arbuthnot [Arb10] and Pierre-Simon Laplace [BJ07], who
tested whether the gender-ratio of humans at birth is equally distributed. Then, in
the 1900 Karl Pearson introduced the Pearson’s chi-squared test [chi11], William
Sealy Gosset developed the Student’s t-test [Stu08] and Ronald Fisher developed
Fisher’s exact test [Fis92].
Randomization tests received attention in the 1800s with the work of C. S.

Peirce [PJ84] and the are very popular in clinical trials and life-sciences in gen-
eral [Sur11, BLGJ15]. However, since randomization tests are computationally expen-
sive there have been attempts to make them faster [GBIH+17, WRD+16, ZVP+17]
in order to allow researchers to run more tests and gain more insight into the mech-
anisms of life in a shorter amount of time.

4.6 Conclusion
In this chapter we introduced two novel indices in regard to randomization tests

and we applied these in a real-world randomization test. The first index (FII) lever-
aged the overlap that exists in the data regarding ground classifications Bi to reduce
computations and also eliminate redundant operations. We also introduced a novel
approach to discovering frequent itemsets with sup_thres = 2 among ground classi-
fications, in order to use them for the FII. Furthermore, we demonstrated that the
second index (SLI) accurately predicts whether the association between a query and
an independent, ground classification is potentially significant. Also, the SLI suc-
cessfully eliminated the vast majority of associations to be tested, thus leading to
even smaller execution times. Finally, we performed experiments that clearly show
that both of our approaches are faster than the state-of-the-art (BUFET) and the
approach with the SLI is even faster (by an order of magnitude).
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Chapter 5

Towards higher-quality unbiased
miRNA enrichment

In this chapter, we demonstrate that when the bias in miRNA functional enrich-
ment analysis is removed, by using experimentally validated miRNA targets, then a
new bias, related to gene annotations, is made visible. Additionally, we illustrate that
this occurs due to a bias affecting the gene-to-biological-function annotations and is
not accounted for by the unbiased enrichment analysis proposed by Bleazard et al.,
resulting in reduced sensitivity. To alleviate this issue, we introduce a new statistical
measure that increases the sensitivity of the unbiased enrichment analysis. This mea-
sure accounts for both sources of bias (predicted interactions and gene annotations)
and is more sensitive when predicted or experimentally validated targets are used.
Finally, we introduce BUFET2, a new version of BUFET that calculates p-values us-
ing both statistical measures. BUFET2 is available as source code and Docker image.
Additionally, it is also accessible through a REST API compute server.

5.1 Background
Regarding the bias introduced by miRNA target prediction algorithms, one con-

tributing factor is the limited amount of validated positive miRNA:target interac-
tions, and more importantly the virtually non-existent validated negative interac-
tions, which severely affect the training of robust and highly accurate target pre-
diction algorithms ([KPC+17b]). To make matters worse, most target prediction al-
gorithms have been trained on seed-enriched data sets with features extracted from
the sequence surrounding the seed, even though recent evidence shows that non-
seed-based interactions are common in miRNA-mediated gene expression regulation
([LKC+12]). The inefficient selection of negative samples for the training process is
often unavoidable due to the lack of validated negative miRNA:target interactions in
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the literature. Additionally, the process of experimentally validating miRNA binding
sites is frequently driven by target prediction algorithms. An experimentalist will
often apply a target prediction algorithm on the under-study gene, select the top
target and carry out the validation process. Negative results are usually not men-
tioned while the published positive interactions are inevitably enriched in seed-based
binding types. The whole back and forth between miRNA target prediction results
and experimentally-driven interaction validation results in a vicious circle that in-
flates miRNA functional enrichment analyses with false positive target genes. This,
inevitably introduces a source of bias that invalidates the assumption made by the
hypergeometric distribution, that genes are targeted by miRNAs in a uniform fash-
ion. Moreover, Bleazard et. al illustrated that statistically significant results with the
standard method did not remain so, after correcting for bias.
In order to eliminate the bias affecting the standard overrepresentation analysis,

Bleazard et al. proposed a new method to perform miRNA functional enrichment
analysis, that involves a randomization test. This test moves the analysis to the
miRNA level instead of the gene level and it consists the following steps:

1. Given a miRNA group of interest (query) calculate a statistical measure relevant
to the problem.

2. Create 1 million randomly assembled miRNA groups with the same size as the
query and for each of them calculate the same statistical measure.

3. The empirical p-value is then defined as the proportion of randomly assembled
miRNA groups that present a better statistical behaviour compared to the
behaviour of the query (i.e. comparing the statistical measure of the miRNA
groups to the group of interest).

The statistical measure introduced is called GO term overlap ([BLGJ15]) and it
is defined as the proportion of genes targeted by a group of miRNAs, that are also
members of a specific GO category. Let A be the set of genes targeted by the group
and B be the set of genes that participate in the GO category. Then the GO term
overlap, to which we are going to refer as left-sided-overlap from here on, is more
formally defined as:

left-sided-overlap =
|A ∩B|
|A|

(5.1)

Intuitively we expect that the left-sided overlap accounts for the bias introduced by
target prediction algorithms, which is the main focus of [BLGJ15]. This is done by
dividing the size of the overlap between the set of targets and the GO category by
the number of the targets.
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5.2 The BUFET2 approach
In this section we provide a detailed outline of each of the methodological changes

proposed for the analysis as well as the rationale behind each of them.

5.2.1 Investigating experimentally validated miRNA targets
The aim of this study, is to show that a bias affecting miRNA functional enrich-

ment analysis still persists even when experimentally validated miRNA targets are
used, instead of predicted targets. To do this, we follow the same approach as Bleazard
et al. to show that the empirical distribution of the overlaps does not match with
the expected hypergeometric distribution. First, we selected miRNAs dysregulated
in multiple sclerosis, from Table 5 in [Moh20] (see supplemental. material) and gene
ontology (GO) annotations from Ensembl ([YAA+19]) version 100. Also we retrieved
disease-to-gene associations from DisGeNET v7 ([PRASP+19c]), as well as pathway
data from KEGG ([KG00b]). Moreover, we used the latest version of miRTarBase
([CSY+17]) at the time this article is written, in order to get a list of experimentally
validated miRNA targets. We selected 14 of the dysregulated miRNAs that exist in
the data set.
Initially, we randomized at the miRNA level, by creating 1 million randomly

assembled miRNA groups containing 14 miRNAs each. For each of these groups,
we calculated the gene members of each GO category in the data set, that are also
targeted by the miRNAs in the group and created a histogram. On the same graph, we
plotted the expected hypergeometric distribution for the overlaps, given the number
of targeted/non-targeted genes and the number of genes belonging/not-belonging to
the same GO term. The results indicate that the analysis still suffers from a bias
related to the size of each gene class (see Section 5.3.1).
Based on the definition of the left-sided overlap, we can see that it essenially is

the percentage (and not the absolute number) of targets that also belong to the gene
class. Intuitively, this suggests that the left sided overlap is designed to remove the
bias stemming from target prediction, because the intersection is normalized using
the total number of genes being targeted by the miRNA group. In the next section
we introduce a new metric, which is expected to account for both sources of bias.

5.2.2 Introducing the two-sided overlap
To eliminate the bias related to the size of each gene class, we introduced the

Jaccard coefficient ([Han14]), to which we will refer as two-sided overlap from here
on, as a metric for the randomization test:
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two-sided-overlap =
|A ∩B|
|A ∪B|

(5.2)

We argue that normalization taking into account the total number of genes involved
between a gene class and a miRNA group will increase the overall sensitivity of the
test and it should be the preferred method regarding miRNA functional enrichment
analysis.
In Section 5.3.2 we present a series of experiments that showcase that the two-

sided overlap indeed increases the sensitivity of the test. With this in mind, we
used published collections of dysregulated miRNAs in diseases like Alzheimer’s and
several cancer types, in order to show that accounting only for the bias from miRNA
target prediction leads to decreased sensitivity and consequently to false negative
results. To prove this, we compared the p-values produced from using the left- and
two-sided overlap for specific pathways related to Alzheimer’s disease and cancer.
Moreover, in Section 5.3.3, we performed the same experiment for the lists used
in section 5.3.2, using miRNA targets from microT-CDS ([PGK+13]) and compare
the p-values produced using the left- and two-sided overlaps. Finally, in the next
section we outline the design of BUFET2, introduced in this chapter to increase the
sensitivity of this test, while taking advantage of the scalable performance of BUFET
([ZVP+17]).

5.2.3 Introducing BUFET2
Motivated by the decreased sensitivity of the randomization test utilizing the left-

sided overlap, we introduce BUFET2, which is a new version of BUFET. BUFET2 is
designed to provide two p-values for the same randomization test that are produced
using the left- and two-sided overlap as a statistical measure, respectively. BUFET2
harnesses the power of special data structures, called bit vectors to provide scalable
performance and produce results in a matter of minutes for the specified accuracy of
1 million random miRNA groups.
At the same time, BUFET2 comes with a new, novel reverse search module that

allows researchers to discover statistically significant microRNAs associated with a
gene class (GO term, disease, pathway, etc), in almost real time. The module takes a
gene class as input and randomizes at the miRNA level; however, the randomization
is not a Monte Carlo approach, but rather an exhaustive one, since the number of
known miRNAs is relatively small (∼ 2500). It should be noted here that the reverse
search module also estimates both p-values. Moreover, the advantage of our software
compared to other reverse search approaches, like miRPath v.3 ([VZP+15a]), is that
it allows users to provide custom interaction and gene annotation data sets, making
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our approach significantly more flexible.
Finally, both modules are also publicly available via a REST API1 which facilitates

programmatic access to the analysis. The API is implemented using Python2 and
it is documented using OpenAPI and Swagger3. Finally the source code has been
packaged in a Docker image4 to facilitate easier execution of the code without the
need for compilation.

5.3 Experimental evaluation
In this section we demonstrate the experiments performed throughout this study

as well as their results, including the experimental settings for each of them.

5.3.1 Comparison of Empirical and Hypergeometric distri-
bution

Here we demonstrate that even when the bias from miRNA target prediction is
removed, the hypergeometric test still presents decreased robustness, due to a bias
related to gene class data. For this reason, we used gene annotation data from GO
to illustrate that the expected hypergeometric distribution differs from the empirical
distributions of the overlaps between a gene class and a miRNA group.
In order to compare the two distributions, we first calculated the number of targets

for the 14 miRNAs in the group. We found that 3106 out of a total of 15064 genes
are indicated as targets in the set of interactions. Then, given the size of each GO
category and the genes not targeted by our original miRNA group, we calculated
the expected hypergeometric distribution similar to the method followed by Bleazard
et al. The next step was to estimate the empirical distribution. First, we created 1
million randomly assembled miRNA groups of size 14 and for each of those miRNA
groups we calculated the size of the intersection between the targets of the group
and each GO category. Finally, to facilitate comparison of the two distributions, two
separate histograms were created and plotted on the same graph.
Considering that our data set for GO consists of 18686 categories, we selected

indicative examples, for the diverse behaviour of the two distributions. These exam-
ples include the three domains of GO (biological process, molecular function, cellular
component), ion transport (since it was also used by Bleazard et al.) and others. We
plotted the results on Figure 5.1.

1https://bufet2.imsi.athenarc.gr/
2https://www.python.org/
3https://swagger.io/specification/
4https://hub.docker.com/r/diwis/bufet2
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Figure 5.1: Hypergeometric vs empirical distributions for different GO categories
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Accession number Name Size
GO:0008150 biological_process 570
GO:0003674 molecular_function 707
GO:0005575 cellular_component 401
GO:0006811 ion transport 679
GO:0043005 neuron projection 453
GO:0009986 cell surface 634
GO:0090427 activation of meiosis 2
GO:1990456 mitoch. endopl. reticulum memb. tethering 3
GO:0045792 neg. regulation of cell size 10
GO:1903038 neg. reg. of leukocyte cell-cell adh. 6

Table 5.1: Number of genes in each of the GO categories in Figure 5.1

Immediately, it becomes evident that there are categories for which the two dis-
tributions match and categories for which there is a clear mismatch between the
distributions. Categories, which are higher in the GO hierarchy seem to have a larger
distance between the distributions. On the other hand, categories, that describe more
specific biological functions, tend to significantly overlap with the hypergeometric
distribution. Moreover, the categories that present the larger mismatch seem to be
those, that contain a large number of genes. This provides the intuition, that maybe,
the size of the GO category is related to the mismatch between the distributions. In
Table 5.1 we demonstrate the sizes of each of the GO categories shown in Figure 5.1.
Given the results in Table 5.1, it seems that the mismatch is indeed more promi-

nent as the size of the category increases. In order to quantify and investigate this
effect, we designed the following experiment. First, we define as distance between
the distributions the horizontal distance (number of genes in common with the GO
category) between the maximum values of each distribution. Then, using this defini-
tion, for all GO categories in the data set, we evaluate the distance between the two
distributions in relation to the category size. The result of this experiment can be
seen in Figure 5.2.
We can clearly observe that, barring a few outliers, in general, the greater the size

of a GO category, the larger the distance is and this translates to a larger mismatch
between the two distributions. Given the hierarchical structure of the Gene Ontology,
it is easy to understand why this phenomenon exists: the genes in a GO category are
also contained in a category which is higher in the hierarchy (e.g. neuron projection,
cell projection and cellular component) and this means that the genes in a category
higher in the tree are not picked uniformly and thus they do not satisfy the assump-
tions of the hypergeometric distribution. This, essentially introduces a bias that is
more prominent, the higher up from the branches of the tree one goes. To check
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whether this effect can also be observed with DisGeNET and KEGG, we performed
the same experiment using these data sets. The results can be seen in Figures 5.3
and 5.4 respectively.

Figure 5.2: Distance between hypergeometric and empirical distribution vs GO category
size

Figure 5.3: Distance between hypergeometric and empirical distribution vs disease size
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Figure 5.4: Distance between hypergeometric and empirical distribution vs size of KEGG
pathway

Evidently, the aforementioned effect is even more pronounced for DisGeNET and
the relationship between the disease size and the distance between the two distribu-
tions. This can be explained by the fact that the text mining tools used to compile
the database, utilize structured vocabularies and ontologies ([PRASP+19c]). Thus,
the hierarchy existing between the diseases introduces the same bias as seen for GO.
Regarding KEGG, the same effect is also observed. This could be attributed to com-
plex interactions between genes in pathways that are not specified in the data set.
An example of this could be gene co-expression or other more complex effects that
lead to genes being included in a pathway.
In conclusion, we showed that for all three data sets there is a bias, which is

clearly a product of the gene annotation structure, affecting the miRNA functional
enrichment analysis.

5.3.2 Left-sided vs two-sided overlap

In the previous section, we demonstrated that there is a clear bias related to the
structure of the gene annotations. In this section we show that the left-sided overlap
does not account for this bias, highlighting the need to use another, more sensitive
metric, namely the two-sided overlap. For this reason, we compare the performance
of the two metrics using four, published lists of miRNAs: one for Alzheimer’s disease
([ACV+19]) one for non-small cell lung cancer ([ZKH+21]), one for breast cancer
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([vSWV+15]) and one for gastric cancer ([HHL+17]). These lists are provided as
supplementary data.
Furthermore, we utilized two modules of the KEGG database, namely PATHWAY

and DISEASE, since DISEASE provides pathways associated with each of the four
diseases. It stands to reason that if we provide the list of miRNAs for each disease
to the randomization test as input, at least some (if not all) of the pathways related
to each disease should be marked as significant. Apart from the pathways related
specifically to each disease, we will present other pathways commonly associated
with cancers (for the three cancer lists). Each experiment was performed 10 times
and in Tables 5.2, 5.3, 5.4 and 5.5 we present the average of each p-value along with
the standard deviation for the 10 experiments.

Pathway ID Name Left-s. p-value Left-s. St. dev. Two-s. p-value Two-s. st. dev.
hsa05010 Alzheimer disease 0.0863 2.3× 10−4 0.02412 9.9× 10−5

hsa05022 Pathways of neurodegeneration 0.06637 1.7× 10−4 0.007467 7.4× 10−5

Table 5.2: Left- and two-sided p-values for Alzheimer’s disease using miRTarBase

Pathway ID Name Left-s. p-value Left-s. St. dev. Two-s. p-value Two-s. st. dev.
hsa05223 Non-small cell lung cancer 0.2606 3.9× 10−4 0.229 3.5× 10−4

hsa05200 Pathways in cancer 0.01745 2.1× 10−4 0.0005191 1.9× 10−5

hsa05206 MicroRNAs in cancer 0.0867 2.6× 10−4 0.03432 1.5× 10−4

hsa05205 Proteoglycans in cancer 0.06989 1.5× 10−4 0.03196 1.5× 10−4

Table 5.3: Left- and two-sided p-values for Non-small cell lung cancer using miRTarBase

Pathway ID Name Left-s. p-value Left-s. St. dev. Two-s. p-value Two-s. st. dev.
hsa05224 Breast cancer 0.00436 8.6× 10−5 0.002436 5× 10−5

hsa05200 Pathways in cancer 0.000223 1.7× 10−5 0.0000164 3.7× 10−6

hsa05206 MicroRNAs in cancer 0.0001501 1.6× 10−5 0.0000107 3.3× 10−6

hsa04020 Calcium signaling pathway 0.07019 1.7× 10−4 0.04543 2.1× 10−4

Table 5.4: Left- and two-sided p-values for breast cancer using miRTarBase

Pathway ID Name Left-s. p-value Left-s. St. dev. Two-s. p-value Two-s. st. dev.
hsa05226 Gastric cancer 0.03668 2× 10−4 0.02293 1.3× 10−4

hsa05200 Pathways in cancer 0.01216 1.5× 10−4 0.0005839 1.7× 10−5

hsa05206 MicroRNAs in cancer 0.083 3.8× 10−4 0.03825 2.4× 10−4

Table 5.5: Left- and two-sided p-values for gastric cancer using miRTarBase

Tables 5.2, 5.3, 5.4 and 5.5 immediately suggest that using the two-sided overlap
as a metric increases the sensitivity of the test and leads to more accurate results.
This is particularly evident with Alzheimer’s disease, where the “Alzheimer’s disease”
pathway is not marked as statistically significant by the left-sided p-value. Moreover,
even when both methods suggest that a pathway is significant, the two-sided p-value
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is smaller, denoting a stronger association of the miRNA group with the pathway.
The complete list of results is provided as supplementary data.

5.3.3 Randomization test metric vs type of type of miRNA
targets

In this section we perform the same experiment as in the previous section, but this
time, instead of experimentally validated results, we utilize miRNA targets predicted
using microT-CDS, retrieved from the MR-microT ([KVS+14b]) online application
using a prediction score threshold of 0.8.
The results (see Supplementary data) paint a picture similar to the previous

section. As an example we present in Table 5.6 some indicative results for non-small
cell lung cancer. It becomes evident that the use of predicted targets leads to more
false negative results than those procured from the utilization of validated targets
for both metrics. However, even in this case the two-sided p-value seems to present
a larger sensitivity.

Pathway ID Name Left-s. p-value Left-s. St. dev. Two-s. p-value Two-s. st. dev.
hsa05223 Non-small cell lung cancer 0.1685 4.2× 10−4 0.1646 3.7× 10−4

hsa05200 Pathways in cancer 0.1935 3.8× 10−4 0.1511 3.3× 10−4

hsa05206 MicroRNAs in cancer 0.05948 2.8× 10−4 0.04554 2.4× 10−4

hsa05205 Proteoglycans in cancer 0.1727 5.2× 10−4 0.1569 3.4× 10−4

Table 5.6: Left- and two-sided p-values for Non-small cell lung cancer using microT

5.4 Discussion
Issues regarding overrepresentation analysis and the hierarchy of Gene Ontology

annotations have been mentioned as far back as 2003 ([DKM+03, ZCKS10]). Bleazard
et al. also point out that there may be underlying correlations between targeting of
processes and the hierarchical GO structure. In Section 5.3.1 we demonstrated that
there is a definite bias related to the hierarchical structure of the GO and that this
bias also affects other gene annotation data sets like KEGG PATHWAY and Dis-
GeNET. This suggests that Fisher’s exact test does not present enough robustness
for miRNA functional enrichment analyses, even when the bias from miRNA pre-
diction algorithms is eliminated through the utilization of experimentally validated
miRNA targets. Despite its drawbacks, however, the standard method is still very
popular in published studies ([GMCS20]).
Furthermore, Sections 5.3.2 and 5.3.3 clearly demonstrate that the two-sided over-

lap leads to a more sensitive test that produces less false negative results. This denotes
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that the same bias affects the analysis regardless of the type of interactions used. On
the other hand, it becomes evident that the enrichment analysis using miRNA pre-
dicted targets is not as sensitive as the one using experimentally validated targets.
This is expected and can be attributed to the fact that prediction algorithms pro-
duce hundreds or thousands of targets for each miRNA and the results contain a large
number of false positive interactions ([PLM+17b]). This implies that genes in cate-
gories or diseases at the bottom of the hierarchy (more specific) are being targeted
by a lot of miRNAs, even if these are not true interactions. This translates to many
randomly assembled groups that often present a better overlap than the sample of
interest and consequently, the sample of interest loses its status of being among the
5% of miRNA groups in the empirical distribution (i.e. p-value≥0.05)

We should also note here an important observation regarding empirical p-values
and randomization tests. More specifically, in our case, the standard deviation be-
tween experiments is at least two orders of magnitude smaller than the p-value sig-
nificance threshold (0.05), for both types of overlaps. This means that the p-values
produced by the 10 repetitions of the same experiment do not produce a variation in
significance. In other words, if a gene class is marked as significant by one of the 10
repetitions, then the magnitude of the standard deviation implies that the statistical
significance of the gene class will be preserved across every repetition of the same
experiment. Consequently, no matter how many times one runs the experiment with
the same input, the produced p-values are not expected to be qualitatively altered.
In general, this shows that 1 million random groups are sufficient for this random-
ization test. It should be mentioned here that the aim of randomization tests is to
model the empirical distribution of the data in order to reach conclusions. As a result,
the accuracy of the empirical p-values produced depends mainly on the number of
random samples used for the randomization test. A small number of random sam-
ples is not enough to model the empirical p-values and the results can present a
high variation between two repetitions of the same experiment. On the other hand,
a very large number of random samples is not necessary since it can consume a large
number of compute resources and lead to significantly large execution times; this is
because it does not really contribute much to the results, considering that a smaller
number of samples can accurately predict whether the sample of interest presents a
p-value smaller than 0.05. Thus, such randomization tests require a balance between
too few and too many random samples and sufficient accuracy can be reached when
the results between two repetitions of the same experiment do not vary in a way that
changes whether a result is significant or not.
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5.5 Conclusion
Concluding, in this chapter we demonstrated that when the bias from miRNA

target prediction algorithms is removed, then another bias, affecting gene classes
appears. This bias has a clear relation to the size of each class and it might be
related to a hierarchical structure or other non-specific reasons. Additionally, we
introduced a new metric, the two-sided overlap which seems to be more appropriate
as a randomization test metric in all cases (predicted and experimentally validated
targets). Furthermore, all data sets used in Section 5.3 have been uploaded to Zenodo
(see Abstract) to facilitate experiment reproduction. Finally, we introduced BUFET2
that calculates p-values utilizing both the left- as well as the two-sided overlap as
metrics to increase the accuracy of the analysis.
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Chapter 6

Supervised methods for
approximate miRNA enrichment

Motivated by the work in Chapter 4 and more specifically the SLI, in this chapter,
we present a novel approach for miRNA enrichment analysis. This approach utilizes
machine learning techniques, to predict p-values using features of miRNA groups,
relevant to the problem, instead of calculating them using randomization experiments.
This simplifies the work for bioinformatics data analysts, helping them to efficiently
perform multiple enrichment analysis tasks. Our contributions are: (a) framing the
problem, (b) data set creation and feature engineering, (c) determining a shortlist
of promising machine learning models, using cross-validation, and (d) fine-tuning to
determine the best models for our case. Our approach shows that the best model
demonstrates an R2 score above 90%, and MAE = 0.048.

6.1 Permutation test
Given a miRNA group as a query, the biological function permutation test intro-

duced in [BLGJ15] consists of the following steps:

1. Calculate a statistical measure S (e.g., left-sided overlap - see below), that
captures a type of ‘relevance’ of the biological function with the query, according
to the genes that are related to both of them.

2. Create a large number (e.g., 1 million) of randomly assembled miRNA groups,
with each containing the same number of miRNAs, and calculate S for each of
these groups, as well.

3. Measure the proportion of randomly assembled groups that present more fa-
vourable values for S than the query.
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More formally, each miRNA is represented as the set of genes targeted by it. Con-
sequently, a group of miRNAs is represented as a set, containing the union of all
genes targeted by each miRNA in the group. Moreover, a biological function is also
represented as the set of genes participating in that function.
Based on the previous, we can now describe one popular permutation test: Let M

be the set of genes containing the union of targets from all miRNAs in a query group,
and also let B the set of genes participating in a biological function. The statistical
measure used to compare the query to the randomly assembled miRNA groups is the
left-sided overlap and it is defined as follows:

left-sided overlap(M,B) =
sizeof(M ∩B)

sizeof(M)

Essentially, the left-sided overlap is defined as the proportion of targeted genes
that also participate in the biological function. Then, we create 1 million random
miRNA groupsMj with the same size as the query and calculate the left-sided overlap
for each of them. The empirical p-value is defined as (where overlap is the left-sided
overlap):

p− value =
sizeof({Mj : overlap(Mj, B) ≥ overlap(M,B)})

n

which is the proportion of randomly assembled groups presenting a larger left-sided
overlap than the query.

6.1.1 Performance issues
The above analysis relies on a very large number of union and intersection set

operations. Given that this analysis is performed for more than one biological func-
tions, and that more than 20K biological functions exist, a few million union and
about 20 billion intersection operations are performed in the span of the analysis.
The software implemented by the authors in [BLGJ15] is written in Python, uses

hash join set operations and a typical analysis on a single CPU core of an Intel
Xeon CPU requires many hours. However, based on the fact that this analysis is
very repetitive, even a small increase in operation speed is going to lead to a large
total speedup. With this motivation, in [ZVP+17] we re-implemented the algorithm
in C++. We also improved the analysis performance by exploiting bit vectors, as well
as a hybrid version of hash join between sets of items and bit vectors. This made the
analysis one order of magnitude faster requiring about 40 minutes to complete on a
single core of the same Xeon computer.
Then in [ZVSD20], we introduced novel indexing techniques, that allowed us to

remove a large number of redundant operations performed by our previous version
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and thus managed to reduce the time to approximately half of what was required
previously on a single core. Furthermore, we used a technique that allowed us to run
the analysis on only a subset of the biological functions (which are predicted to be
statistically significant) and managed to further reduce the time required for p-value
calculation to about 3 minutes (on a single core of the Xeon processor). The downside
to the latter approach, is that p-values are produced only for the functions expected
to be significant and not all biological functions in the dataset. Consequently, we were
motivated to use ML to train a model that will predict p-values very quickly and for
every biological function in the data set.

6.2 Features selected for ML training
In order to train a machine learning model to predict p-values (p_value) as ac-

curately as possible, we selected features from our dataset based on their biological
meaning and their relevance to the analysis. The features are summarized below:
miRNA group size (mirna_group_size): The number of miRNAs in a miRNA
group.
Biological function ID (biological_process): a unique string that identifies each
biological function. This string consists of 2 letters (same for all biological functions)
and a numerical part. We turned this ID into a numerical value, by stripping the
letters from the string.
Number of common genes (number_of_common_genes): The number of genes
targeted by a miRNA group that also belong to the biological function.
Left-sided overlap (left_sided_overlap): the left-sided overlap as defined in
Section 6.1.
Right-sided overlap (right_sided_overlap): Given M and B from Section 6.1,
the right-sided overlap is defined as:

right-sided overlap(M,B) =
sizeof(M ∩B)

sizeof(B)

Two-sided overlap (overlap): Given M and B from Section 6.1, the two-sided
overlap (or Jaccard coefficient) is defined as:

two-sided overlap(M,B) =
sizeof(M ∩B)

sizeof(M ∪B)

Common genes as a percentage of the universe of genes (common_genes_-
proportion_to_total): The number of common genes between M and G as the
proportion of the total number of genes in the universe of genes.
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Common gene list (common_genes): The list of common genes, sorted by alpha-
betical order. We used label encoding to turn the values into categorical values.
Chromosomes of common genes (common_chr): The list of chromosomes on
which the common genes are located, sorted by alphabetical order. We used label
encoding to turn the values into categorical values.
Number of chromosomes where common genes are located (number_of_-
common_chr): The number of chromosomes on which the common genes are located.
Left chromosome overlap (chr_left_sided_overlap) : The number of chromo-
somes on which the common genes are located divided by the number of chromosomes
of the genes targeted by the miRNA group.
Right chromosome overlap (chr_right_sided_overlap):
The number of chromosomes on which the common genes are located, divided by the
number of chromosomes of the genes belonging in the biological function.
Two sided chromosome overlap (chr_overlap): The number of chromosomes on
which the common genes are located, divided by the number of chromosomes for the
union of the genes contained in M and B.
Using these features, we produced a dataset for groups of miRNAs of size 10, 25,

50, 100 (containing 100 groups of each size) for all biological functions as described in
the Gene Ontology [ABB+00][The18]. Finally, to handle categorical features (miRNA
group size, biological function, common gene list, chromosomes of common genes) we
used label encoding.

6.2.1 ML Algorithms
In order to find the best method to use for our case, we are going to use the

following algorithms:

• Linear/Ridge/Lasso Regressors: traditional regression methods, fitting a
linear equation that uses the least squares method (with several variants of
regularization).

• Decision Tree Regressor: uses decision trees to make predictions.

• Random Forest Regressor: estimates target value by combining average
estimation values of several individual prediction models based on classifying
decision trees for a number of subsets of the data set.

• Adaboost Regressor: combines multiple weak decision trees into one.

• Gradient Boost (XGBoost, LightGBM, CatBoost): in XGBoost, the
estimation of the target is done by combining estimates of many individual
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prediction models based on decision trees. LightGBM is similar to XGBoost, but
prediction is much faster than XGBoost. Regarding CatBoost, the key difference
is that it builds decision symmetric trees. Both LightGBM and CatBoost can
inherently handle categorical features.

• MLPerceptron Regressor: typical Neural Net configuration.

6.3 Evaluation
In this section, we present preliminary results on a dataset that has been created

by only using 1000 random miRNA groups to calculate p-values. This was done due
to time constraints and to reach some preliminary conclusions about the dataset, in
order to compare the algorithms presented in Section 6.2.1. Given the definition of
an empirical p-value in Section 6.1, we expect that the p-values in the dataset will
present a small accuracy, since the number of random miRNA groups is three orders
of magnitude smaller than the required number. This is expected to create larger
errors than the ones that the permutation test produces. However, these preliminary
results are a first indicator on which algorithms present the worst performance in
terms of accuracy and thus, which algorithms will be featured in the final work.

6.3.1 Linear correlation
In Figure 6.1 we can see a heat map of the linear correlation between the features.

Each cell represents the correlation measured by Pearson correlation coefficient r

between features in row x and column y. The values of r range between -1 and 1.
The larger the deviation from 0 the stronger the positive (for values closer to 1) or
negative (for values closer to -1) correlation is. It is interesting to note here that the
p-value, which is the feature we want to predict, does not seem to have a strong
linear correlation (either positive or negative) with any of the features individually.
Nevertheless, this does not mean that the p-value is not related with the features in
a non-linear way. More specifically, it is expected to be related with the left-sided
overlap (see p-value definition in Section 6.1).

6.3.2 Preliminary results
In this section we are going to perform a preliminary evaluation of the algorithms

we outlined in Section 6.2.1. In order to evaluate and compare the algorithms, we are
going to use the following statistical measures [Gér19]:
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Figure 6.1: Linear correlation between the selected features

1. Mean Absolute Error (MAE): the MAE is the mean absolute difference be-
tween observed and predicted values. Essentially, it is used to compare predic-
tions to actual observed values.

2. Coefficient of determination (R2): the R2 score is a statistical measure of how
close are the predictions to the real data points. It is essentially a goodness-of-fit
measurement.

Model selection and implementation was performed with the method of k-Fold
cross-validation. We first split the dataset into the training and testing dataset. The
training dataset is split into k folds (groups). Then k-1 of those groups are used to
train the model and the group left is used for validation. The score of the validation
is recorded. Then, the process is repeated, but this time another group is used for
validation and the rest for re-training, until all folds have been exhausted. The average
of all validation scores is the final validation score. Finally, the test score is retrieved
by testing the model against the testing data set.
Final validation scores for each algorithm are shown in Table 6.1 and the testing

scores in Table 6.2. Model parameters were selected via Grid Search for the Linear
Regressors and the rest via Random Search, due to the large number of parameters
and memory constraints.
It should be noted that the algorithms based on linear regression models do not

perform as well as the other algorithms. Our approach shows that the best model is
LightGBM, demonstrating a MAE = 0.048.
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MAE R2 Model parameters
Linear Regressor 0.242 0.246 copy_x = True, fit_intercept = False, normalize =

True
Ridge Regressor 0.242 0.2462 alpha=1, copy_x = True, fit_intercept = False, nor-

malize = True, solver = auto, tol = 0.001
Lasso Regressor 0.4364 4× e−6 default
Decision Tree Regressor 0.1027 N/A min_samples_leaf = 2, min_samples_split =

5,max_depth = None,max_features = None
Random Forest Regressor 0.0992 N/A n_estimators = 50, n_jobs = -1, min_samples_leaf

= 2, min_samples_split = 2, verbose = 10
Adaboost Regressor 0.13 N/A n_estimators = 20, loss = square, base_estimator

= RandomForestRegressor, (n_jobs =-1, verbose=2,
max_depth=25, n_estimators=4)

LightGBM Regressor 0.038 N/A objective = poisson, boosting_type = gbdt, learn-
ing_rate = 0.5, n_estimators = 900, n_jobs = -1,
num_leaves = 40, max_depth=20, reg_alpha = 1,
reg_lambda = 1, force_col_wise = True

XGBoost Regressor 0.0745 N/A verbosity = 2, max_depth = 20, n_estimators=200
CatBoost Regressor 0.13 N/A n_estimators=1000, learning_rate=0.5, boot-

strap_type=Bernoulli,
ML Perceptron Regressor 0.1817 N/A hidden_layer_sizes = (24,24,24), activation = ”relu”,

max_iter = 40, learning_rate=’adaptive’

Table 6.1: Algorithm evaluation: validation set

MAE R2 Model parameters
Random Forest Regressor 0.1443 N/A n_estimators = 50, n_jobs = -1, min_samples_leaf = 2,

min_samples_split = 2, verbose = 10
LightGBM Regressor 0.0477 N/A objective = poisson, boosting_type = gbdt, learn-

ing_rate = 0.5, n_estimators = 900, n_jobs = -1,
num_leaves = 40, max_depth=20, reg_alpha = 1,
reg_lambda = 1, force_col_wise = True

XGBoost Regressor 0.136 N/A objective = poisson, boosting_type = gbdt, learn-
ing_rate = 0.5, n_estimators = 900, n_jobs = -1,
num_leaves = 40, max_depth=20, reg_alpha = 1,
reg_lambda = 1, force_col_wise = True

Table 6.2: Algorithm evaluation: test set

6.4 Conclusion & Future work

In this chapter, we presented an approach for miRNA enrichment analysis using
machine learning techniques, in order to predict p-values instead of calculating them
using randomization experiments. The goal is to simplify the work for bioinformatics
data analysts, facilitating multiple enrichment analysis. Preliminary results showed
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that the best model demonstrates MAE = 0.048. As next steps, we plan to expand
our dataset to include p-values estimated using 1 million random groups in order
increase their accuracy as well as the accuracy of the prediction.
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Chapter 7

Data services for miRNA
enrichment analysis

This chapter outlines supplementary work regarding miRNAs analysis The first
part deals with the design, data management and implementation of online miRNA
analysis tools while the latter part illustrates the design of a cloud-based system de-
veloped in order to facilitate scalable and elastic execution of containerized software.
The motivation for this work is to perform the experiments for the work described
in Chapter 5.

7.1 Online miRNA data management and process-
ing

In this section we describe the work we performed in the course of developing sci-
entific web applications targeted towards Bioinformatics researches. This work deals
with the management and online processing of Bioinformatics data and enables re-
searchers to perform analyses in real-time through intuitive web interfaces. The web
interfaces provide functionality and features that facilitate the execution of scientific
data analyses while removing the need to write and execute code through the com-
mand line. In the next sections we outline the data management methods utilized
during the design of these applications.

7.1.1 Data management in online miRNA functional enrich-
ment

miRPath v.3 [VZP+15b] is the newest version of miRPath that builds on the old
version, while preserving the usability and functionality of the older version. miRPath
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is a tool that performs the standard method of miRNA functional enrichment analysis
using Fisher’s exact test as outlined in section 2.4.1. The application contains data
regarding miRNA-to-gene interactions as well as gene classification data, while the
input query is provided by the user either as a file containing the list of miRNA or by
adding each individual miRNA through the interface. A screenshot of the application
can be seen in Figure 7.1.
The original version of the web application used interaction data from microT-

CDS [PGK+13] and TarBase [KPC+17a] and classifications retrieved from KEGG (see
Section 2.2). However, the new version introduces the TargetScan target prediction
data set (see Section 2.3) as well as gene classifications from the Gene Ontology
(see Section 2.2). Moreover, the new version includes the option to use unbiased
enrichment analysis (see Section 2.4.2) through the combination of pre-calculated
results using Fisher’s method (also known as Fisher’s Fisher’s combined probability
test) [Fis92]. The introduction of the new data sets, allow researchers to explore the
effect of a group of miRNAs, while combining different methods of target prediction
at the same time.

7.1.1.0.1 Enrichment using Fisher’s exact test

First, the user selects whether they want to perform an analysis using data from
KEGG or GO. Then they upload a file containing the list of miRNAs which will be
used as input for the analysis or they have the option to add each miRNA separately.
At the same time, the users are able to change the default source of interactions
(microT-CDS) for each individual miRNA from the drop-down menu and this sig-
nificantly enhances the versatility of the system. Every time a miRNA is added or
one of the options changes, the results are being re-calculated and new p-values are
estimated.
Given a miRNA list of interest, the system calculates p-values using Fisher’s exact

test or Fisher’s method. The first case is applied whenever a researcher selects the
“genes union” or “genes intersection” option, which controls whether the set of genes
targeted by the miRNA group is the union or intersection of the targets of each
individual miRNAs. On the other hand, when the “pathways union” or “pathways
intersection” are selected the following method is applied:

1. For each individual miRNA and for each gene class (category/pathway), calcu-
late a p-value using Fisher’s exact test.

2. Estimate the union/intersection of the set of gene classes by combining the
individual p-values for each class, using Fisher’s method.
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Figure 7.1: miRPath v.3 application

In the case that “pathways union” or “pathways intersection” is used, a drop-down
menu appears, allowing users to utilize pre-calculated unbiased p-values (see Sec-
tion 2.4.2) for step 1. The reason that pre-calculated results are used is because this
analysis is computationally intensive and therefore it is impossible to calculate in
real time. Additionally, this difficulty in real-time execution has the implication that
it cannot be used for the “genes union”/“genes intersection” options. Moreover, this
inability to calculate results in real time is is the reason that motivated future works
that aim to accelerate this analysis (see Chapters 3, 4, 6). However, this application
is the first online application to use unbiased statistics, adding to its overall power.

Furthermore, the user can filter results based on parameters like the p-value
threshold or they filter miRNA predicted targets using parameters like the score
produced by the respective algorithm.
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7.1.1.1 Reverse search module

In addition to the enrichment analysis module, miRPath v.3 supports reverse
querying (i.e. finding which miRNAs are related to a gene class) accompanied by
a p-value to showcase the strength of the association. Figure 7.2 demonstrates the
reverse search module of the application. The user enters a gene class, as well as the
type of miRNA targets to be used and the system calculates the results, which appear
sorted based on the p-value (smaller first).

Figure 7.2: Reverse search module of miRPath v.3

It is worth noting here that, to avoid the large number of repeated set operations
necessary for Fisher’s exact test and since the universe of all known human miRNAs
contains ∼ 2500 miRNAs, we pre-calculated the p-values for each result. This leads
to the fact that querying is translated only to database queries, thus increasing the
speed and avoiding redundant set operations.

7.1.2 Online exploration of miRNA transcription regulation
Since the discovery of miRNAs in the early 1990’s, research on them has been

fueled by the need to understand the mechanisms underlying their biogenesis, func-
tion and role in disease. However, knowledge regarding the regulation of genes being
transcribed to miRNAs still remains limited. This has been largely due to the lack of
experimental and/or computational methodologies capable of detecting transcription
start sites (TSSs) with high accuracy and resolution.
miRGen v.3 [GVZ+15] was introduced to enhance the pool of knowledge regard-

ing regulation of miRNA transcription. miRGen v.3 is the result of analyzing more
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than 7.3 billion RNA-, ChIP- and DNase-Seq next generation sequencing reads with
state-of-the-art miRNA TSS prediction and TF binding site identification algorithms.
More specifically, TSS identification was performed using the microTSS [GVP+14]
algorithm, which is a machine-learning algorithm that provides highly accurate pre-
dictions, in conjuction with the miRBase database [KGJ13]. On the other hand,
Transcription Factor (TF) binding site discovery was carried out using the Welling-
ton algorithm [PEC+13]. The identified miRNA TSSs as well as TF binding sites were
stored in a PostgreSQL relational database. Indices in the database were created to
guarantee the efficiency of the system and foreign keys were added to avoid integrity
violations in the data.
miRGen v.3 was developed to allow the discovery of which TFs regulate the pro-

duction of a miRNA or alternatively, which miRNAs are regulated by a TF, thus
bridging the gap between miRNAs and TFs. This is done by enabling users to find
overlapping regions between TF binding sites and miRNA TSSs, using different con-
straints, specified by relevant filters. To facilitate this, miRGen’s intuitive web in-
terface was designed around the new database schema and effort was made to be
adaptable to a wide variety of screen formats and devices (PCs, tablets, smartphones,
etc.). Moreover, the interface was developed using the Yii 2.0 PHP framework and
the miRNA and transcription factor search fields were designed as auto-complete
search boxes to assist users in selecting the proper search keywords. Finally, useful
filters were implemented to enable researchers to focus on particular data that match
the interests of the user. A screenshot of the miRGen v.3 system can be seen in
Figure 7.3.
The interface contains two main search boxes, one for miRNAs and one for TFs,

which are not mutually exclusive, meaning that the users have the ability to also input
both at the same time. This allows the user to search whether there the transcription
of a specific miRNA is regulated by a specific TF. To further facilitate the exploration
of the data, the boxes have an auto-complete function for both miRNAs and TFs.
After the user enters the input, the details for each miRNA appear collapsed, in order
to optimize the visibility of the system. The user has the ability to show the details
for each miRNA, which include the coordinates of the TSS, as well as links to external
databases, like miRBase [KGJ13], TarBase [VPK+14] or lncBase [PVK+15]. At the
second level, the user can see the TFs associated with the miRNA and information
about the TF itself as well as the number of binding sites overlapping with the TSS
of the corresponding miRNA. The third level reveals more information about each
binding site.
Regarding the filters, the users have the ability to expand or reduce the allowed

search region by moving its edges, using the upstream/downstream values. Moreover,
they can filter out TSSs and TF binding sites, by using the P-value and TPM thresh-
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Figure 7.3: The web interface of miRGen v.3

old input boxes. Finally, there is also an option to limit the search for overlapping
regions in specific tissues and cell lines.

7.1.3 Indexing interaction data between miRNAs and lncR-
NAs

Long non-coding RNAs (lncRNAs) are RNA molecules with a length greater than
200 nucleotides, whose regulatory role has been uncovered by Next Generation Se-
quencing (NGS) analyses in recent years [DKA+12]. lncRNAs act as regulators of
gene expression in various levels of transcription and have also been shown to inter-
act with miRNAs [HWB+11]. This provides the motivation investigate the potential
interactions between miRNAs and lncRNAs and collect all of them in a single place.
Even though there is an abundance of databases specifying interactions between
mRNA and miRNAs, there are very few databases containing interactions between
miRNAs and lncRNAs (e.g. LncBase v1 [PGK+12], miRcode [JML12]). LncBase v2
is the newer version of LncBase, containing both in-silico as well as experimentally
validated interactions between miRNAs and lncRNAs. It was introduced to provide
a single, comprehensive source of miRNA-lncRNA interaction data concerning two
organisms: human and mouse.
The applications is split into two distinct modules, namely the Experimental

and the Predicted modules. Each of the two modules is responsible for visualizing
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different data procured using different methods. The retrieval of experimentally val-
idated interaction data was performed by manually curating an extensive collection
of manuscripts, leveraging an in-house semi-automated text mining pipeline, similar
to TarBase v7 [VPK+14]. On the other hand, the data for the “predicted module”,
were collected in-silico through target prediction with an adjusted DIANA-microT
algorithm [RMA+12]. Another interesting aspect is the collection of expression data
for each lncRNA through RNA-seq. More specifically, we utilized several genome
databases and analyzed them, in order to discover on which tissues the lncRNA may
be found either in abundance or depleted.
The wealth of knowledge produced by the previous techniques was stored in a

relational database using the PostgreSQL database management system using indices
to facilitate the efficiency of the system. The interface of the application was developed
using the PHP Yii 2.0 framework while the miRNA and lncRNA fields support an
auto-complete feature the predicts and suggests the most appropriate values based
on the user’s input. Moreover, appropriate input fields for filtering the output data
were designed, in order for user’s to be able to customize their queries in a fashion
relevant to their use-case. Screenshots of the web interface of LncBase v2 can be seen
in Figures 7.4 and 7.5.

Figure 7.4: The web interface of LncBase v.2

As can be seen in Figure 7.4 the first step for a user is to select the module that
they would like to use. The interfaces of the two modules are almost identical, barring
the data filters available to the user.
After a user selects one of the modules, they can see the interface shown in

Figure 7.5. From hereon until the end of the section, the term “lncRNA” is used in-
terchangeably with “gene”, meaning the gene from which the lncRNA is transcribed.
The user inputs the miRNAs and/or the genes under examination, in order to query
whether any interactions between the miRNAs and the lncRNAs a exist. Next, the
output is retrieved and organized in three levels:

1. Both modules: information about the gene
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Figure 7.5: The web interface of LncBase v.2

2. Experimental module: information about the publication, from which the
interaction was retrieved.
Predicted module: binding site details

3. Experimental module only: information about the binding site specified on
the publication

The filters for the “Predicted” module allow users to filter results based on the
tissues, the cell types and other categories relevant to the cells themselves. On the
other hand, the filters of the “Experimental” module are mostly focused around in-
formation of the publications on which the interactions appear, like the validation
method that was followed in the publication, whether it was validated as positive or
negative, directly or indirectly. Finally filters for species and tissues also exist in this
module.
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7.2 Cloud-based, scalable miRNA enrichment
In this section, we introduce a new cloud-based system, that was developed with

the need for elastic and scalable resource allocation in mind. This platform leverages
containers for software execution and it was tested using a containerized version of
the software in Chapter 3. Finally, since this platform promotes reproducibility of
experiments as well as fast and scalable execution of software, we decided to perform
all experiments of the work outlined in Chapter 5 on it.

7.2.1 Containerization technologies
The computational analysis of large datasets has been established as an important

part of the daily routine for scientists in many disciplines, shaping the field of data-
driven science. Due to the large size of the datasets, such computations are assigned
to the nodes of computational clusters owned by the academic or research institution
to which the scientists belong. It is very common that such computational clusters are
heterogeneous, consisting of machines of very diverse specifications (CPUs, memory,
disk, etc.) or capabilities (e.g., support for FPGAs and other accelerators). This
heterogeneity is due to the fact that these infrastructures (a) have to serve a variety
of analysis tasks, each having its own special needs (e.g., to exploit accelerators), and
(b) are usually built incrementally, with equipment units being procured at different
(and maybe significantly distant) time periods, based on the availability of funds.
Similarly to any other scientific experiment, replicating and reproducing the re-

sults of a computational analysis is an important guarantee for its credibility. This
is especially important nowadays, since there is an increasing concern in the research
and academic community about the existence of a large number of scientific works
that cannot be reproduced [Bak16]. Although it may be an exaggeration that we ex-
perience an ongoing reproducibility crisis, it is unarguable that this is an important
phenomenon that needs to be addressed [Fan18]. This is why facilitating reproducibil-
ity has become an important topic of many research and academic disciplines.
In the context of data-driven science, facilitating reproducibility can be translated

into making the datasets, the code, and the configurations used for the analysis openly
available. Motivated by this need, approaches to pack up scientific computational ex-
periments (e.g., RO-crate [CGSSR19]) have been introduced. Although such packages
are really useful, their true potential is not easily unleashed due to the fact that com-
puter environments (e.g., software libraries, packages, programming languages) are
complex and rapidly evolving, making the reproducibility and extension of computa-
tional analyses challenging and tedious [Boe14]. For instance, although the code of a
computational experiment may be openly available (e.g., on GitHub or other similar
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repositories), in many cases its installation may require searching for old or, even,
deprecated versions of third-party software, resolving conflicts between different ver-
sions of particular dependencies required by different software units, adapting the
code to work on a different operating system, and so on. Given the fact that, usually,
scientific software lacks comprehensive documentation, tasks like the previous may
require significant technical skills that most scientists do not possess.
The missing piece in this puzzle is the use of containerization technologies (e.g.,

Docker, Singularity), along with experiment packaging, which has the potential to
alleviate issues like these [Boe14, CS14, JMM+15]. Such technologies allow the code
of a complex software unit to be packed up with its dependencies so it can be easily
and reliably executed in a variety of computing environments (laptops, PCs, Cloud
or HPC nodes, etc). These packaged software units are known as container images,
and can further facilitate the reproducibility of computational analysis tasks since
they are already configured and ready-to-use without requiring advanced technical
skills for their installation. In addition, in the last years, a large number of scientific
containers have been released in public repositories (e.g., in the time of writing,
Biocontainers [dVLGAA+17] currently contain more than 2 076 containers).
It is evident, from the previous discussion, that various technologies, that could

facilitate the work of scientists in the direction of data-driven science, have been
introduced in the recent years. However, there is still a lack of open source imple-
mentations to combine these technologies into a platform to offer concrete services to
this end. In particular, the most relevant platforms are EOSC Life’s WorkflowHub1
and Galaxy Europe2. The former is an under-development, federated repository of
workflows that is based on the SEEK platform [WOK+15], however it does not sup-
port workflow execution by itself. The latter supports job scheduling, however its
implementation is not designed to schedule computations based on the different ca-
pabilities of heterogeneous nodes that may reside inside the same cluster, thus it is
unable to unleash the full potential of a heterogeneous cluster.
In this work, we attempt to alleviate the aforementioned issues by developing

SCHeMa (Scheduler for scientific Containers on clusters of Heterogeneous Machines)
an open-source3 platform to facilitate the execution and reproducibility of computa-
tional experiments on heterogeneous clusters. The platform exploits containerization,
experiment packaging, and workflow management technologies to ease reproducibil-
ity, while it leverages machine learning technologies to automatically identify the
type of node that is more suitable to undertake each submitted computational task.
It is worth mentioning that a deployment of SCHeMa powers the on-demand com-
1WorkflowHub: https://workflowhub.eu/
2Galaxy Europe: https://usegalaxy.eu/
3SCHeMa’s code repository: https://github.com/athenarc/schema (GNU/GPL license)
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putations performed on the Cloud infrastructure4 of the ELIXIR-GR community5,
which is a network of research and academic institutions in Greece, specialised in
life-science research and its translation to medicine, biological sciences and society.
The infrastructure consists of 45 physical nodes with 2 600 CPU cores, 24 TBs RAM
memory and 1 PB of storage, in total. The cluster, apart from various infrastructure
nodes that are used to host the cloud management services, comprises 32 “regular”
nodes (28 cores, 512GB RAM), 2 “memory-enhanced” nodes (48 cores, 1TB RAM),
3 “GPU-enhanced” nodes (28 cores, 768GB RAM, 2 GPUs), and 8 “SSD-enhanced”
nodes (28 cores, 512GB RAM). This infrastructure went into production in May
2021 and it is expected to host the majority of compute demands made by tools and
services of the ELIXIR-GR community; before that, it was running in beta mode
facilitating the execution of more than 820 computational tasks during that period.

7.2.2 Design objectives and system overview
SCHeMa, our open-source platform, has been designed and implemented with the

aim to assist the work of scientists in the era of data-driven and reproducible science.
In this context, our design had two main objectives: (a) to make the reproduction
of any computational experiment performed in the platform as easy as possible, and
(b) to allocate the resources of the underlying heterogeneous cluster as wisely as
possible.
Regarding the first objective, as was mentioned in Section 7.2.1, a set of technolo-

gies should be combined together to achieve the desired goal. In addition, we had to
identify the most appropriate technologies to be used from a multitude of available
options. Our selection was made taking into consideration the maturity of the tech-
nologies to be used, their compatibility to each other, and the level of their dissemina-
tion in the scientific community. Based on these criteria, we selected to adopt CWL6
to describe software interfaces and workflows. We selected RO-crate [CGSSR19] to
create packages that represent computational experiments by storing the CWL de-
scription and the respective configuration of the software used along with the input
and output datasets involved. Finally, we used containerization (Docker in particu-
lar) as a technology to enable the easy software execution, without requiring technical
knowledge about building the involved software packages.
Regarding the second objective, we approached the problem of selecting the most

appropriate type of machine in the cluster as a classification problem where the input
features are metadata relevant to the job to be executed (i.e., characteristics of the

4HYPATIA, ELIXIR-GR Cloud Infrastructure: https://hypatia.athenarc.gr/
5The ELIXIR-GR website: https://elixir-greece.org/
6CWL website: https://www.commonwl.org/
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inputs used), while each class represents a particular type of machine (e.g., regular-
memory machine, large-memory machine, slow-disk machine, etc). In particular, we
implemented a profiler that, after a user request, is able to analyse the execution
behavior of a software of interest by monitoring its execution on a wide range of
different inputs and configurations. The profiler trains and evaluates the accuracy
of various classification approaches in different hyperparameter configurations and
selects the one presenting the best performance as the prediction model to be used
for any execution of the particular software in the future.

7.2.2.1 Architecture

SCHeMa implements a wide range of functionalities to assist scientists in the
data-driven and reproducible science era. Most notable are (a) the option to upload
custom-made scientific containers or container-based workflows, (b) a wizard and an
API that facilitate the execution of individual containers or workflows, (c) a machine-
learning-based classifier that (after a required training phase) identifies the type of
cluster node which is more appropriate to undertake a particular computational task,
(d) a monitoring component that oversees the execution process and informs the
users about the consumption of computational resources, (e) a wizard to transform
executed analyses into RO-crate-based “experiment packages”, and (f) a wizard to
facilitate interconnection with open data repository services. Figure 7.6 summarises
SCHeMa’s architecture, which supports these (and some extra) functionalities. In
the following sections we discuss SCHeMa’s external dependencies, as well as the
implementation details of its internal software components.

7.2.2.1.1 External dependencies

SCHeMa’s function depends on the existence of a couple of external installations,
the most important of which are the following:

• A Kubernetes7 installation should be deployed on the computational cluster to
be used. Kubernetes undertakes the low-level orchestration and monitoring of
the computational jobs and interacts with the Job Classifier component that
provides the feed of requested jobs along with recommendations about the most
suitable types of node for each job.

• A distributed file system should be installed on the hard disks of the machines
of the cluster. This file system is used to store input/output data required/pro-
duced by the computational tasks. Currently the implementation supports NFS
volumes.

7Kubernetes website: https://kubernetes.io/
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Figure 7.6: The architecture of SCHeMa.

• A private Docker image registry supporting TLS security and user authentica-
tion is required. SCHeMa uses this registry to upload container images. This
ensures that user-uploaded images remain isolated from the outside world (es-
pecially those meant to be private).

7.2.2.2 User Interface

A Web-based user interface has been developed using the Yii2 PHP framework8.
It comprises various wizards that offer execution, reproducibility, and monitoring
functionalities for computational experiments (see also Section 7.2.4). Of course, the
function of all these wizards heavily relies on the functionalities provided by the rest
of the components, on which we elaborate in the next sections.

7.2.2.3 Software Manager

This component implements functionalities to upload (or update) container im-
ages and workflows. First of all, any involved container should be loaded in the Docker
Image Registry. Additionally, in both cases (i.e., individual container or workflow),
a CWL description is required and the corresponding metadata, which describe the
required inputs and dependencies of the involved software packages (the latter only
for workflows), are loaded in the Software Metadata DB. These data are used by var-
ious components, e.g., they are used by the User Interface wizard to automatically

8Yii2 website: https://www.yiiframework.com/
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display a form containing one input field for each input parameter of the software
(see also the example of Section 7.2.2.2).

7.2.2.4 Job Submission API

Apart from manually submitting computational jobs through the UI wizards, the
users are able to also submit batches of jobs programmatically using an implemented
API. This API is based on GA4GH’s Task Execution Schemas (TES)9 and Workflow
Execution Service (WES)10 API specifications. The API supports batch execution
and monitoring of computational tasks and can be used by user-implemented scripts
and programs.

7.2.2.5 Software Profiler

This component leverages machine learning to produce (after user request) “exe-
cution profiles” for software that has been uploaded on SCHeMa. For each software,
this profiler builds a classification model that attempts to map candidate jobs of this
software to one class of nodes, which corresponds to the type of node that is appro-
priate to undertake the computations of the job. As an indicative example, a cluster
could have two types of nodes, one with regular-sized main memory and another
one with large memory (ideally, to be used by memory-intensive tasks). In this case,
given a particular software of interest, the objective of the Software Profiler would
be to train a (binary) classification model to assign each job of this software to a
regular-memory node or to a large-memory one.
The profiling process goes as follows: first, the uploader of the software provides a

set of alternative values/files for its input parameters (a relevant User Interface wizard
exists to collect this information)11. Then, the system runs the software for all input
combinations, collects the resource consumption of each run, and creates a dataset of
samples, where each sample is the combination of provided inputs and the recorded
consumption of resources. Based on this dataset, the system trains and optimizes
different models based on various classifiers (e.g., logistic regression, random forest)
using the grid search approach12. The model presenting the best accuracy is selected
and stored in the Execution Profile DB. All the stored models are exploited by the Job
Classifier component, when the execution of the corresponding software is requested.

9TES specification: https://github.com/ga4gh/task-execution-schemas
10WES specification: https://github.com/ga4gh/workflow-execution-service-schemas
11Since each software has a different set of required inputs, it follows that the size of feature vectors

is different for tasks related to different software packages.
12The grid for each classification approach is build according to its main hyperparameters; for each

hyperparameter, a set of commonly used values are examined.
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All examined models are implemented using the scikit-learn13 Python library.

7.2.2.6 Job Classifier

This component receives as input job submissions from the corresponding wizard
of the User Interface and the Job Submission API. As a first step, it searches if there
are any trained (by the Software Profiler) models for the involved software packages.
If so, it exploits this model to create a suggestion for the most appropriate node type
to undertake the job and then propagates it to the Kubernetes scheduler through the
Kubernetes API. The scheduler takes into consideration this suggestion and schedules
the corresponding job ensuring that the determined node type will be used. If there
is no trained model, then the job request is propagated to the Kubernetes scheduler
without any indication for the node type to be used; the Kubernetes scheduler decides
the most appropriate node, based on the available resources of each computational
node.
It is worth mentioning that job profiling and classification functionalities in SCHe-

Ma are currently experimental and, thus, subject to various limitations. In fact, the
evaluation of the classification accuracy needs an extensive experimentation that re-
quires a large number of diverse software packages to be examined. Although we have
started working in this direction, this type of evaluation is planned to be included in
a future work and it is out of scope for the current publication. However, preliminary
experiments showed encouraging results for some of the classification tasks (e.g., clas-
sify according to the memory consumption) based on software packages supported
by the ELIXIR-GR Cloud.

7.2.2.7 Data Repository Connector.

This component implements an interconnection with various open data reposito-
ries. Currently, two repository services are supported: Zenodo14 and HELIX15. Data
Repository Connector takes advantage of the APIs provided by the repository ser-
vices to download/upload datasets from/to them. A relevant User Interface wizard
exploits this functionality to enable users to download existing datasets from one of
the supported repositories and then use them for their analyses or to directly upload
the output of a particular analysis on a selected data repository.

13https://scikit-learn.org/stable/
14Zenodo open repository: https://zenodo.org/
15Hellenic Data Service (HELIX) repository: https://hellenicdataservice.gr
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7.2.2.8 Experiment Packager.

This component is responsible to create “experiment packages” (according to the
RO-crate [CGSSR19] specification) from previously executed computational jobs, af-
ter user request. A relevant wizard is implemented in the User Interface and, based on
it, the users can easily create packages that incorporate several metadata for the se-
lected experiment, such as the software used, its configuration, the input and output
dataset, or even the DOI of a relevant publication. To collect the required informa-
tion, the Experiment Packager component communicates with the Job Statistics and
the Software Metadata databases. The resulting packages are stored inside an Ex-
periments DB but it is also possible for the users to download the packages to their
local computer storage. The easy creation of RO-crate packages is one of the main
SCHeMa functionalities that facilitate computational experiment reproducibility. An
additional, powerful option for users is the ability to make the RO-crate packages
openly available to other users of the platform, who are interested in reproducing
the experiment described by the package. Thus, other users of SCHeMa have access
to all publicly available RO-crates existing on the platform. Of course, making the
packages publicly available is optional.

7.2.2.9 Monitoring Component

This component aggregates data coming from the low-level logging and monitoring
mechanisms of Kubernetes to create insightful reports about the jobs being executed
in the cluster. All jobs, both those submitted through the UI and those submitted
through the API are being considered. It also provides statistics about the load of
the cluster. The component constantly communicates with the Job Statistics DB to
update its recorded information or to use it for the production of the aggregated
statistics. Finally, it propagates data to the job execution wizard so the user can
monitor each job’s output and status.

7.2.3 Availability & Installation
As mentioned, the code of SCHeMa is publicly available on GitHub (see in Sec-

tion 7.2.1 for details). During its development, special care was given to support
easy ways to install SCHeMa. Currently, cluster administrators who are interested in
installing SCHeMa to their infrastructure have two options available: (a) to deploy
the application in a physical or virtual machine with access to all external depen-
dencies (which is more time consuming, since all dependencies must be installed and
configured separately, but provides better data persistence) or (b) to deploy the pre-
packaged version of SCHeMa, which is deployed inside a Kubernetes cluster. The
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advantage of the latter approach is that it uses Helm16 to deploy the application as
well as all dependencies outlined in Section 7.2.2.1.1 as containers inside the Kuber-
netes cluster. Data storage is facilitated by leveraging Kubernetes volume storage
options, but it is important to note here that, depending on the storage option pro-
vided, data persistence is not guaranteed in the case of downtime in the Kubernetes
cluster. However, deployment utilizing the second approach is a really streamlined
process that only requires an existing Kubernetes cluster and removes the need for
pre-configured components.

7.2.4 Quick Tour of the Interface
For the interest of space, in this section we indicatively describe only the main

functionalities around the execution of scientific containers (however, the same func-
tionalities for workflows are very similar). It should be highlighted that it is practically
impossible for all the offered functionalities to be described.
A list of all containers in the Docker Image Registry, to which the connected

user has access, can be displayed after clicking on the “Software” top menu item of
SCHeMa. In Figure 7.7, a screenshot of SCHeMa’s interface after this action took
place is illustrated. By hitting the arrow-shaped button of any entry, the user is
redirected to the job submission wizard of the corresponding software17. This wizard
consists of a form that contains one input field for each input parameter of the
software; the form is automatically generated based on the CWL description of the
selected software (which is stored in the Software Metadata DB). After providing
input values for all required fields and hitting “Run” the execution starts and the
progress can be monitored through the UI. Closing the browser tab is possible without
interrupting the execution; the user may revisit the execution page for this job by
selecting the corresponding entry in the “Job History” page (accessible again through
a top menu item). In the same page, the user can also select to rerun a previously
completed execution or to create an RO-crate object based on it. Finally, any output
files, which are stored in the distributed storage space, can be found in the “Data”
page.

7.3 Demonstration
During the conference, we will explain the concept of reproducible and data-driven

science and its requirements to the audience and we will demonstrate SCHeMa’s rele-
16https://helm.sh/
17Hitting the diagram-shaped button the user can start the machine learning profiling of the same

software.
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Figure 7.7: A screenshot of SCHeMa’s interface.

vant functionalities elaborating on how they help in this context. For this demonstra-
tion, we will exploit SCHeMa’s deployment for the ELIXIR-GR Cloud Infrastructure,
which is based on a relatively large computational cluster (see Section 7.2.1). We will
examine SCHeMa’s capabilities in real-time by following any audience-defined sce-
nario, however we will also demonstrate some interesting scenarios we have identified.
The main scenario, is based on executing a pre-loaded scientific container using

the corresponding wizard. We will run the container twice: once without exploiting
its pre-trained execution profile and once leveraging it and we will prompt the users
to observe any differences (e.g., without using the profile a node with unnecessary
large resources may be selected, thus its “precious” CPU time may be wasted instead
of being used for a more demanding job). We will also navigate the user through
the steps required to create the execution profile for a particular tool. After the
execution, we will also guide the audience through the process of uploading the output
files on an open data repository and packaging the whole experiment into an RO-
crate object. Finally, we will also use the created object to recreate the respective
computational experiment in another system, showing how the RO-crate support
facilitates reproducibility.

7.4 Conclusion
In this chapter we outlined data-management techniques, applied to three online

miRNA analysis tools with the aim of assisting Bioinformatics researchers interested
in performing analyses in a real-time online manner. In the second part of this chap-
ter, we introduced and showcased SCHeMa, an open-source platform that aims to
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assist the work of scientists in the data-driven science era through facilitating the
execution, reproducibility, and monitoring of computational experiments on hetero-
geneous computational clusters. To this end, it leverages various technologies like
containerization, experiment packaging, workflow management, and machine learn-
ing.
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Chapter 8

Conclusions and future work

In this thesis, we focused on scalable data-driven analysis for short RNAmolecules,
also known as miRNAs. In Chapter 2 we introduced the background of this work, aw
well as relevant work regarding genes, miRNAs and enrichment analyses.
Then, in Chapter 3 we introduce a data management approach to the miRNA

enrichment analysis by using data structures relevant to the data, after a thorough
examination; we manage to reduce execution times of the analysis and we illustrate
that through extensive evaluation based on a variety of different data.
Moreover, in Chapter 4 we generalize the problem of association testing through

unbiased statistics and we perform an inspection of the data, trying to find overlaps
that lead to redundant operations. Then, we introduce two novel indices, one that
eliminates redundant operations and one that predicts which associations will be
insignificant. Using the former, we manage to cut the required execution times by
half, while, through the utilization of the latter, the execution times were further
reduced by an order of magnitude.
In Chapter 5 we attempt to increase the quality of the established enrichment test

methods. More specifically, we first show that the first of the tests (Fisher’s exact
test) is not suitable for association testing involving miRNAs, genes and biological
functions due to certain biases that render the assumptions of the hypergeometric
distribution invalid. Then we modify the test metric of the unbiased statistical test
and illustrate through extensive evaluation, that the modified metric reduced the
number of false negative results when compared to the established test; this holds for
all types of relevant data.
In Chapter 6 we recognize the need to run the enrichment analysis in almost

real time (especially regarding web applications) and this lead us to use supervised
machine learning techniques to train a model that can predict p-values.First, we
created a data set containing features relevant to the statistical procedure and then we
used these features to train a variety of models and measured their performance using
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the cross-validation method. Furthermore, we calculated the optimal parameters for
each model using grid search.
Finally, in Chapter 7 we describe three web tools that facilitate online miRNA

data management and processing. Moreover, we introduce a new platform, that allows
easy and reproducible research through the use of containerization technologies like
Kubernetes. This platform was utilized to execute the experiments of Chapter 5.

8.1 Future Work
Possible future directions for the work presented in this thesis include:

• Discovery of other statistical tests in Bioninformatics that use unbiased statis-
tics, in order to see if the techniques introduced in this work can also be applied
in them, in order to achieve execution speedup.

• Application of the techniques introduced in Chapter 4 to other real-world as-
sociation testing analyses to try and accelerate them.

• Performing a survey to find whether the biases described in this work, in regard
to the hypergeometric distribution affect other association tests in Bioinformat-
ics.
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